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Partner Technical Webinar Series
New HPE Aruba Next-Gen Data Center Solutions

Session 1: Data Center: HPE GreenLake
Monday, March 18that 9 AM PT /12 PM ET

Session 3: Data Center: Private Cloud Business Addition
Monday, June 5that 9 AM PT /12 PM ET

(Click here) to view session recordings for the webinar series



https://arubapedia.arubanetworks.com/arubapedia/index.php/North_America_Channel_Enablement_Calendar_2024
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Data Center Architecture

The whole story

Distributed Services Switch
Aruba Fabric Composer

AMD Policy Services Manager
HPE GreenlLake with Colo



A changing landscape

— Co-location providers are designing for 100kw per rack.
CPU, GPU, TPU, DPU

Data—-1/5z
 Storage
* BURA

* Data Lake / Lake House?
To cloud or not to cloud/Hybrid
Security

Artificial Intellegence

All of this means the network is now more important than ever!
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Data Center Network Architecture
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Transform The Network - Underlay Network

The
spine/leaf
rules the

day!

For Training Purposes Only

Not the end of the
world if | lose one
or two along the
way



The Spine Leaf

Scalable Network Architecture
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Lots of links, all routed with under lay and over lay.
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The Spine Leaf

Scalable Network Architecture

................................................
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Lots of links, all routed with under lay and over lay.
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ISCSI (ethernet) attached HPE DL360 servers
The First Challenge! for the Software defined storage

Aruba SD-WAN

Additional

Leaf for

WAN
Aruba CX Services Aruba Fabric
9300 : Composer
spine layer _

: AMD Pensando

100Gbps
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Requirements, 40 1U servers in each rack, 25G. 8 racks compute, 2 racks storage. Automated.



East / West traffic

Spines

A New way to build applications!

WEB

APP 3 -Tier applications

Workloads
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How Do We
Deploy Security?

Rest of DC
Campus
Internet

Wan




Centralized Firewall

Spines

A Centralized Firewall
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Workloads
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can become a
bottleneck for data
center traffic

Rest of DC
Campus
Internet

Wan




Distributed Firewall

A De-Centralized
solution is perfect for
data center spine leaf

deployments

Spines

E& — Distributed Firewall
, —
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Workloads
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Question?

What’s

Your Blast

Radius?



Access Control Lists

Host A

Host B

Host C

Enforce
Policy

Web DB
Server Server

vlan 100
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APP
Server
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Access Control Lists - Macrosegmentation

Rule
Host C is permitted to Web Server

Enforce Web DB
Host A Host B Host C Server Server

Policy

vlan 100

: For Training Purposes Only
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Access Control Lists

Host A

Host B

Rule
Host C is permitted to Web Server
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Access Control Lists

Host A

Host B

Rule
Host C is permitted to Web Server

Enforce Web
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Microsegmentation

Private vlan
* jsolated vlan
* primary/promiscuous vlan

Isolated fraffic can only be forwarded out the
primary vilan

Traffic flows from isolated to primary and then to
the DPUVsphere:

Create DVS
Attach vm’s to isolated vlan

Switch:
Configure pvlan

Create svi’s for routing

Need to create policy to drive traffic to the DPU

E—

10.0.10.101/24) 10.0.10.102/24)

VM fvLaN 10 vLaN 10 f VM

vhic
isolated Port Group(vlan)

primary /
promiscuous ‘

Distributed Virtual Switch

Data
Processing
Unit

HPE Aruba Networking CX10000

For Training Purposes Only

Everything can be accomplished with a workflow in the HPE Aruba Networking Fabric Composer
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Distributed Services Switch
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Network architecture evolution

1st generation 2nd generation 3rd generation 4th generation

2022
Distributed
4 Services Switch

1990

Layer 2
switches

2000

Layer 3
switches

2010

Switching
fabrics

o3 O
([ (]

Flat networks, spanning IP becomes the dominant protocol Explosion of E/W traffic Spine-leaf underlay/overlay

tree, protocol agnostic L3 switching in hardware Spine-leaf underlay / overlay Rich collection of wire rate stateful services
3-tier Core-distribution-access designs L2 extension and segmentation No scalability limitations
Mostly north/south traffic using VXLAN/VTEPs Security services embedded
Security is hardware appliance or at the TOR, delivered inline
software-agent based on every port

: For Training Purposes Only



Aruba CX10K

Distributed Services Switch

HPE 2025 28ianan

Aruba CX-10000

L

f,
|

E - .
Y ==

400G 800Gbps

Full Network functionality, plus 800G embedded Stateful Services stateful services | 0

!:_.,!‘.‘ ' fo [go @ iy 48 x SFP28 /6 x 100G

™7

Firewall DDOS Visibility/ Encryption NAT Unified services platform
Telemetry Broadcom T3 and AMD/Pensando DPU

s wp—
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HPE Aruba Networking Fabric Composer
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Aruba Fabric Composer

Automatic VLAN
Provisioning

Fabric Deployment
Fabric Automation
Single API

Security Policy PSM

Micro-segmentation

E—

For Training Purposes Only | 31



aruvba

Fabric Composer

Fabric Workflows for Easy Intent-based Deployments

Automate thousands of CLI commands, deploy in minutes, using best-practices, and error free.
Not ZTP... No config templates, no merging of variables, no copy/past, no spreadsheets...

B VSX (Fabric-1)

=2 Leaf-Spine (Fabric-1)

Name Prefix

Description

ISL Hello Inte

ISL Peer Deti

ISL Hold Timi Name Prefix
ISL Timeout Description

Keep Alive In IPv4 Subnetwork Address
Keep Alive IF
Keep Alive H
Keep Alive D
Keep Alive U
Linkup Delay.
MAC Address

Split Recovel

Gy Underlay Configuration -- Fabric1-Underlay

NAME

Name

Description

Underlay Type

Transit VLAN

IPv4 Subnetwork Address
Hello Interval

Dead Interval
Authentication Type
Passive Interface Enabled
SNMP Traps Enabled
Router LSA Enabled
Include Stub Links Enabled
On Startup

SETTINGS

MAX METRIC SUMMARY

@ EVPN(Fabric-1)

ntroduction

Fabric

Name Prefix
Description

VLANs

Base L2VNI

Route Target Type
Route Distinguisher
Import Route Targets
Export Route Targets
Redistribute Host Route

MAC Address Resource Pool

Switches Name VNI Mapping Settings

Fabric-1
My-EVPN

10-100
1000
AUTO
auto
auto
auto
Yes

MAC-Pool (02:00:00:00:01:00-02:00:00:00:01:1)

Summary

CANCEL BACK APPLY

For Training Purposes Only

HPE

aruvba

networking
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arvba

Fabric Composer

End to End Automation and Visibility

¢ Link derams  Warning Raclup Path Stale I Port Secunity

Hosts Visualization Visualize paths from
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Closing the gap between Physical and Virtual visibility
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AMD Pensando PSM

© 2024 Hewlett Packard Enterprise Development LP



PSM Functions

Pensando Policy and
Services Manager

Management and Security

High Availability, Certificate Management, TLS Communication,
Authn/Authz

Policy & Configuration
Declarative Intent, Distribution, Status Reporting

Configuration Backup, Restore

Observability and Analytics
Health Monitoring, Metrics Aggregation

Flow Logs, Object Relationships, Impact analysis

REST
PSM-1 PSM-2 PSM-3
High Availability Cluster
gRPC(TLS)
DPU DPU DPU

Data Processing Units (DPU)

Operations

Events, Alerts, Troubleshooting, Search, Configuration Lookup, API
Watchers

For Training Purposes Only
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The Whole Story
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Better Together

Not all data center fabrics are the
same. They vary wildly in size and
capabilities. They do have one

thing in common, they are heavily

automated. Tell the complete
story, a fully automated,

programmable, scalable
network that has an

awareness of workloads

HPE Aruba Networking Dat
Center Solution

—

For Training Purposes Only



Unified Services & Security Policy

Manages switches

Tt

Aruba CX 10000

AFC

— Unified infrastructure Manages DPUs | © | | © | | © |
o : . — I o | I o | I o]

— Fabric discovery & automation I S I o] I S

— Policy — ALC, Distributed FW I o | I o | I o |

— Micro segmentation orchestfration

— Physical & virtual visualization

Pet .- % elastic

— Security policy

: — FW Logs | G

For Training Purposes Only — Diagnostics Application Dependency Maps

Data Analytics



HPE GreenLake with COLO

© 2024 Hewlett Packard Enterprise Development LP



Optimize the infrastructure

If you are moving your infrastructure “as is” you
could be wasting a lot of valuable resources.

* Right Sized vCPUs/memory/storage

* Current operating systems

=l

* Compatible Hardware

®O

o = =

Right sizing resources can

result in a great sustainability

()

story...use it!

For Training Purposes Only
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HPE Cloud Physics

HPE Infrastructure Assessm... ¥ HPE Infrastructure Assessm... W HPE Infrastructure Assessm hd Cloud Simulators

Infrastructure Planning w Performance Troubleshooting v Sto >

AllNsed Attention  (65) | All Noteworthy

My Cards ¥

Filters 65 Results. «

Host Analysis (64) v| AL &

Infrastructure Scope % Hide

Q Search Hosts Server Models (65 Hosts) Hypervisor Releases (15 Hosls]
Tags Support Ends
@ Machany O Match A1 W Poweredge RE10

IBM System x3550 M4

System x3550 M3 -[794...

Technical Guidance Ends

> Mone Selected

Systern x3550 M3 -[794..

u
u
B Super Server
n
| ]

wCenter (1) ESXi55 65 19 Sep 2018 19 Sep 2020
Additional Models
demo.cloudphysics.com -
Datacentar (1)
Datacenter-2 Ad o 20 a0 (4] B0
Cluster ~ . .
O @arariy) @ e ip: hover each colorsd bar to view details by build
HPE CloudPhysics " . )
65 Hosts from : 1 of 1 vCenter
Host Name [+ Server Model Hardware Compatibiity () CPU Serias ESXi Version ESXi Support by Viware
Show hosts with:
Sign In O Host- 1063600 Syslem »3550 M3 [7944D2M] Netin HCL InteifR) Xeon(F) GPU ES620 @ 2.40GHz 5.5 Express Patch13 End of Suppert
EEXIAge O Host- 1067817 Super Server Netin HCL IntefF) Xeon{R) CPU E5-2690 w4 @ 2 20GHz 56 U3a End of Support
i Al v
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All v @ Host-1180836 Supar Server Notin HCL IntsifR) Xaon{R) CPU E5-2688 w4 @ 2. 20GHzZ 6.6 U3 ¥MSA-2018-0004.3 End of Suppart
O Host-121600 PowerEdge RE10 Netin HCL IntefF) Xeon{R) CPU X5650 @ 2 87GHz 5.6 U3 ¥MSA-2018-0004.3 End of Support
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Transform your business, strategically

In March 2022, the SEC proposed a rule — The Enhancement and Standardization of Climate-Related Disclosures for
Investors — that would require U.S. publicly traded companies to disclose annually how their businesses are assessing,

measuring and managing climate-related financial risks.

75% 357%

of organizations will implement decline in enterprise-owned data
a data center infrastructure center capacity by 2027, due to

sustainability program by 20277 migration to XaaS-based applications?

557

of enterprises will replace
outdated operational models with
cloud-centric models by 2023*

.........................................................................................................................................

oy 60% 359

of data center infrastructure teams of data center infrastructure will
will have relevant automation and be managed through a cloud-based
cloud skills by 20267 control plane by 2027

HPE has a proven approach to develop a customized transformation strategy and operating model for our clients.

1—IDC: FutureScape:-Werldwide Cloud 2021 Predictions
2 Gartner: Predicts 2023: XaaS Is Transforming Data Centerinfrastructure g
= For Training Purposes Only


https://www.federalregister.gov/documents/2022/04/11/2022-06342/the-enhancement-and-standardization-of-climate-related-disclosures-for-investors
https://www.federalregister.gov/documents/2022/04/11/2022-06342/the-enhancement-and-standardization-of-climate-related-disclosures-for-investors

Why colocation?

— Hybrid Cloud
Cloud On-Prem

Cloud-native Control
Net-new

development Data
gravity
Compliance
Security
- Sovereignty
Complex, dual IT
operating environment
@ .......... Competition for capital «+seeseees @
Siloed operations and tools _
Talent scarcity Performance Interdependencies
with other systems

Lack of visibility and governance

: For Training Purposes Only
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HPE GreenLake the 4' cloud

Public Public Public

Amazon Google Azure

Private

e R -

- e

Cloud
Adjacent

(a8

’E GREEN b
~ —————
The cloud that comes to you

HPE GreenlLake Cloud Services, includ.ing‘"M[ OW

. ~.pEOtection, VMs, compute and storage

.
o 4
Y N 7
iy
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Aruba Data Center Advanced Learning Path
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Learning Path Sessions

« > C & mylearninghpe.com/hpcpbenefits/learningPaths.aspx

mai yvthon Prisma RE... ow to setup .. & Lal = My... wurstmeisterfkafka arubapedia zmeral Lear... itHub - hpe-stor... afka-docker/doc... & mxr - Google Sho...
M Gmail @@ Python Pri RE How to setup LAC LabRAT(ALF) - M ister/kafk bapedi. HPE E I L GitHub - h kafka-docker/d G Google Sh

[0 Hybrid Cloud &

] Storage Networking %] DATA CENTER NETWORK'NG ADVANCED

] HPE Simplivity &

] Data Center Networking &
Learning Path Details a

<

Data Center Networking Advanced

Partner Branded Networking Support 2

Campus Switching Networking @ Awa reness

HPE Complete Care Service

HPE Tech Pro

Data Center: Your New Superpower (43 minutes)

HPE Services for Integrated Solutions
Data Center: Application Driven Architecture (49 minutes)

[] Education
[ Retail Data Center: Everything But The Network (43 minutes)
() Travel Data Center: Connections (51 minutes)

Medis and Enfertainment Data Center: Automation (41 minutes)

Digital Presales TecHub Onboarding -

Networking Data Center: Storage Fabrics (39 minufes)
O ag:rah' Z'Esa es Solution Hub Onboarding - O Data Center: Artificial Intelligence (43 minutes)
tec h p ro. h pe.co m [ Digital Presales Specialist - Networking Data Center - Transceiver Deluxe (46 minutes)

Competency
DCN 200 Aruba CX 10000 (44 minutes)

Data Center: Aruba Product Automation (56 minutes)
DCN-202 Pensando and Elastic (21 minutes)
DCN 203 Workloads (27 minutes)

Data Center: Aruba Fabric Composer (56 minutes)

Data Center Networking Advanced -

: Continuous Learning Path
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Learning Path Sessions - Proposed additions

400: The Data Center Point of View

Compute, Storage, and HPE Aruba Networking

This session looks at how HPE Compute, Storage, and Networking technologies integrate. A detailed explanation of what networking
architectures and solutions can be deployed in support of data center will be a key discussion. Included will be a live demonstration of
HPE Greenlake Central, Distributed Services Cloud Console, and Compute Ops Management, showcasing how they can be used for
centralized management.

401: Troubleshooting the network pipeline

HPE Aruba Networking’s data center solution is made up of several different software applications that are connected to one another.
Connected in a software pipeline, so to speak. This session will explore the relationship of the HPE Aruba Fabric Composer and its third-
party integrations. It will also include a focus on how to troubleshoot the connectivity between systems and expected settings.

402: Customer data center designs

This session will review HPE Aruba Networking data center network designs and how customers can deploy them. From one data center
to the next, requirements for data center designs can be extremely different. Workloads and applications will vary wildly. In this session,
attendees will gain awareness in designing HPE Aruba Networking data center networks in support of customer requirements.

403: Deep Dive Rest Automation with the AFC

This session will be a deep dive into automating with the HPE Aruba Fabric Composer RESTful API’s. This session will review how to
develop a python, flask, and mongodb application that runs in docker containers. The flask app.py file will be created, and each line
discussed in detail. Attendees will become knowledgeable in building python-based workflows leveraging the pyafc python binding.

E—
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Hands On Workshops
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Hands On Workshops

Data Center Networking - Microsegmentation with AFC & CX 10K The Distributed
Services Architecture for data center fabrics provides stateful firewall, DDo5 protection, deep visibility, and

other network services at the top of rack switch. This solution includes the CX 1

3 Hours

Composer (AFC), and AMD Pensando Policy and Services Manager (P5M).

Data Center Networking - Spine/Leaf with AFC & CX 10K The Distributed Services

Architecture is well suited for seamless integration of the spine/leaf topology. The AFC includes guided

workflows that walk through the day 1 configuration reguirements. In this workshop the attendees will 3 Hours
2 = 3 AQUTrs

deploy the underlay network, the overlay network and dynamic endpoint groups (EPG). Policies will be

created to regulate traffic between the endpoint groups in conjunction with the AMD Pensando PSM and the

Processing Units (DPU) on the CX 10K.

For Training Purposes Only
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Proposed Data Center Workshops

HOL TE4.203 Deep Dive Telemetry with PSM and the ELK stack - HOL

This workshop will guide attendees through the configuration necessary to flow AOS-CX switch information to the AMD Pensando
Policy Services Manager, and then into the ELK stack for reporting HPE Aruba Networking CX10000 switch telemetry. Attendees
will visualize the switch telemetry in Kibana, an open-source application used for observability.

HOL TE4.204 Deep Dive Automation with AFC - HOL

This workshop will dive into automating with the HPE Aruba Fabric Composer RESTful API’s. This session will discuss how to
develop a python, flask, and mongodb application that runs in docker containers. The flask app.py file will be created, and each
line discussed in detail. Attendees will become knowledgeable in building python-based workflows leveraging the pyafc python
binding.

HOL TE4.205 Deep Dive NAT and IPSec with AFC/PSM - HOL

This workshop will demonstrate how to use a pair of VSX AOS-CX 10K switches and deploy them as a border leaf in support of
Network Address Translation and IPsec connections. This is only possible because of the Data Processing Units (DPU) integrated
into the CX-10K switch hardware are programmable. This workshop will focus on how to get data communications working
between two remote data centers.
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Questions




Reach out to your local Channel SE!

Or

Douglas DiNunzio
Director, Channel Engineering
HPE Aruba Networking

douglas.dinunzio@hpe.com

Office (803) 548-2126
Mobile (508) 826-7149
Teams (404) 648-2558

arvba
ARUBA CHANNEL ENABLEMENT WORKSHOPS HPE networking
CX-10000 (10K) / Aruba Fabric Composer

OVERVIEW

Tha Aruba CX 10000 10K s @n aeciing and unigae ddiion 10 the Ana seiching poatfoko daveiopad n pannership with

ANy Pensardo. in s "C"‘S'W stugdoms wil lsverage Ancta Fabric Compeant (AFC) 10 confgure 3 simple Layer 3 calacenior
fabric with Etheene! VPN (EVPN Virtun! Essecsible LAN (VXLAN) and Symmeiric Intagrated Houting and Bridging (IRD)
Students wil also leam atowt the imegrayion betwoen Vidware® vSpmm and AMU's® Pensanao® Policy Service Manpger (PSM)
Finally, students will gt 10 creane, Saploy, and moniite seilch vafc Tow poicies, Showiasing 1a power of 1ha 10K 0 function s a
LA.L7 statedul fieowal wihila QoaNming east-wost 1alie n a dalacenier ratvork

MAIN TOPICS

Aruba Fabric Composer
Switch Discovery E—
Fabnc Creation | Switch Assgnment _ ey St
Layer 3 Leaf-Spine Fabric S . &
Configure Underlay (OSPF) e o
Configure Overlay (IBGP) ' | i
Corfigure Datacenter EVPN 1 ) - : =7

Wt | M) P hn® Tenet

Distributed Services Integration I el

vSphere Irtegration (pre-staged) e ———t, |
AMD/Pensando Policy Service Manager (PSM) (nines V) (dmee

Policy Management & Testing
TraMc Fow Redrection
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Paritner Resources

Partner Portals Live Support

COMMUNITY

Airheads Community
Click Here

a Hewlett Packard

O Enterprise company :

______AsK uyesfons |
L Gel Apswers |

Arubapedia for Partners

Click Here Channel SEs (CSEs)

Partner Ready for Networking portal
Click Here



https://afp.arubanetworks.com/afp/index.php/Main_Page
https://community.arubanetworks.com/
https://partner.hpe.com/aruba

Partner Technical Webinar Series
New HPE Aruba Next-Gen Data Center Solutions

Session 1: Data Center: HPE GreenLake
Monday, March 18that 9 AM PT /12 PM ET

Session 2: Data Center: FY24 DCN Overview and Road Ahead
Monday, April 15th at9 AM PT /12 PM ET

(Click here) to view session recordings for the webinar series
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