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Document Conventions

Bold text indicates a command, navigational path, or a user interface element. Examples:
* the show stacking command
» Navigate to Configuration > System > General
* click Save
ltalic text indicates the definition of important terminology. Example:
* Spatial streaming is a transmission technique in MIMO wireless communication

Blue text indicates a variable for which you should substitute a value appropriate for your environment.
Example:

* stacking member 2 priority 250
Highlighting indicates emphasis. Example:

* ip address 10.4.20.2/22

Note Notes contain asides or tips.

Caution Cautions warn you about circumstances that could cause a failure. A
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Introduction

Software-defined branch (SD-Branch) is a technology shift towards solutions that are agile, open, and cloud-in-
tegrated. SD-Branch includes SD-WAN components that deliver a secure, service provider independent
network with enterprise-level performance over disparate wide-area network (WAN) technologies. However,
although SD-WAN solves a real IT problem, it only addresses part of the issue organizations face when dealing
with distributed locations.

Organizations often roll out and operate distributed, heterogeneous networks with centralized teams. These
distributed networks offer many services besides just WAN connectivity. Branch networks need wired and
wireless LANs, security and policy enforcement, and of course, WAN interconnects. SD-Branch extends the
concepts beyond SD-WAN to all elements in the branch, delivering a full-stack solution that includes SD-LAN
and security that address all network connectivity needs.

When you are formulating the strategy for your SD-Branch rollout, Aruba recommends that you:

* Purchase as much WAN bandwidth as possible to alleviate potential bottlenecks during the busiest
times of the day.

* Increase Internet bandwidth, instead of buying additional private bandwidth.

» Use cloud-based tools to simplify the configuration, operation, and management of the WAN.

PURPOSE OF THIS GUIDE

This guide covers the Aruba SD-Branch design, including reference architectures along with their associated
hardware and software components. It contains an explanation of the requirements that shaped the
design and the benefits it provides your organization. The guide describes a single unified infrastructure
that integrates access points (APs), switches, gateways, and network management with access-control and
traffic-control policies.

This guide assumes the reader has an equivalent knowledge of an Aruba Certified Mobility Associate or Aruba
Certified Switching Associate.
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Design Goals

The overall goal is to create a simple, scalable design that is easy to replicate across all sites in your network.
The solution components are limited to a specific set of products to help with operations and maintenance.
The key features addressed by Aruba SD-Branch include:

* Simplicity with zero-touch provisioning—SD-Branch devices can be factory-shipped directly to a
remote site by automatically matching orders to an Aruba customer account, and a mobile Installer app
is available for third-party systems integrators to quickly install equipment. Combined with configura-
tion hierarchy, which assigns APs, switches, and gateways to site-specific configurations, networks are
brought up very quickly.

* Unified policy management—For Aruba and third-party network infrastructure, Aruba ClearPass de-
livers a common policy framework for multivendor wired and wireless networks. This software-defined
approach makes it easy for the network administrator to distribute changes quickly based on corporate
risk and compliance requirements. ClearPass Device Insight (CPDI) adds Al-powered device profiling to
help automate discovery of the latest mobile and loT endpoints.

* Predictive analytics and assurance—Aruba Central’s artificial intelligence (Al), machine learning (ML),
and automation capabilities identify issues and notify IT of problems while recommending changes.
When you shift to a cloud-hosted model, data is collected and crowdsourced from Aruba’s large
installed base while taking advantage of Aruba’s data science expertise.

* Secure WAN connectivity—Enable SD-WAN technology to support the use of the Internet to replace or
augment private WAN services. Elements of the solution include path quality monitoring (PQM) to track
the available paths, stateful firewall with application fingerprinting to identify traffic flows, dynamic
path selection (DPS) to use the optimal path, and centralized routing to offload the branch gateways
(BGWs) from participating in the routing decisions. You can also use end-user identity information
when selecting the available WAN paths.

* LAN automation with dynamic segmentation—Most branch networks are needlessly complex
because designs are based on a proliferation of VLANs, complex IP addressing schemes, access control
lists (ACLs), and architectures that are tailored to the needs of automation software. The SD-Branch
architecture seeks to flatten the branch into fewer subnets or even a single subnet, eliminating the
dependence on static IP addressing schemes and hardwired ACLs across multiple devices. This is
achieved by consolidating all policy enforcement into a single device in the branch.

You can use this guide to design new networks or to optimize and upgrade existing networks. It is not
intended as an exhaustive discussion of all options but rather to present commonly recommended designs,
features, and hardware.

Aruba Design & Deployment Guide 3



Audience

This guide is written for IT professionals who need to design an Aruba SD-Branch network. These IT profes-
sionals can fill a variety of roles:

* Systems engineers who need a standard set of procedures for implementing solutions
* Project managers who create statements of work for Aruba implementations

* Aruba partners who sell technology or create implementation documentation

CUSTOMER USE CASES

Branch networks are changing rapidly. The most pressing challenges include an increasing number of mobile
and loT devices, growing bandwidth requirements of the business, and modern users who expect connectivity
for work and personal use from anywhere at any time. The teams that run these distributed networks are not
getting any bigger and often, they are shrinking. Organizations expect new network rollouts to be complete in
shorter timeframes, and IT organizations are asked to improve service levels, reduce costs, and shift spending
from capital expense to operating expense.

This guide discusses the following use cases:
* Secure WAN communications using IPsec tunnels over an independent transport
* ZTP for all networking components in the branch
 Switch stacking for simplified management, high availability, and scalability
* Link aggregation for high bandwidth, redundancy, and resiliency between switches and gateways
* Wireless as the primary access method for branch employees
* Wireless and wired guest access for customers, partners, and vendors

* Consistent security for wired and wireless devices based on roles

Aruba Design & Deployment Guide 4



SD-Branch Design

This guide addresses the most common uses cases of an SD-Branch solution. If you are planning a more
complex project that is not covered in this guide, contact an Aruba or partner SE/CSE for design verification.
The Aruba SD-Branch design consists of the following elements:

* Aruba Central—Flexible policy, configuration, and monitoring capabilities allow an organization to sim-
plify network operations by providing zero-touch provisioning and customizable templates in order to
quickly deploy BGWs, switches, and APs. Aruba Central provides centralized management for historical
data reports, monitoring for PClI compliance, and troubleshooting for regional and global locations. It
also gives you key insights into WAN health and optimization to help IT determine the best link to send
traffic to corporate data centers or to the Internet based on per-user, per-device, or per-application
policies.

* Aruba ClearPass—Allows network security policies to be automatically assigned based on user or
device role from a central location. This capability ensures that policies are consistent, eliminating the
chance of devices having old configurations and minimizing human-introduced errors. The network
identifies, authenticates, and grants trust based on the user or device role.

* Aruba headend gateways—The Aruba 7200 Series, virtual gateways, and certain Aruba 7000 Series
platforms can act as headend gateways, or VPN concentrators (VPNCs), for SD-Branch designs. BGWSs
establish VPN tunnels to one or more VPNCs over multiple providers networks. High availability options
support multiple VPNCs deployed at a single site or deployed in pairs at multiple sites for the highest
availability. The VPNC supports active/standby or active/active uplinks from the branch locations.

* Aruba virtual gateways—The virtual gateway simplifies branch network deployments for organizations
that are migrating to Infrastructure as a Service (laaS) providers such as Amazon Web Services and
Microsoft Azure. They provide the ability to directly connect a branch to cloud instances, improving
access to the resources hosted in a public cloud. The virtual gateway supports resilient connectivity
by using multiple transport links and delivers centralized policy management across the branch, data
center, and cloud endpoints.

* Aruba branch gateways—The Aruba 9000 Series, 7200 Series, and 7000 Series can operate as BGWs
to optimize and control WAN, LAN, and cloud security services. The BGW provides routing, firewall,
security, URL filtering, and WAN optimization. With support for multiple WAN connection types, the
BGW routes traffic over the most efficient link based on availability, application, user, and link health.
This allows organizations to take advantage of high-speed, low-cost broadband links to supplement or
replace traditional WAN links such as MPLS.
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* Aruba access switches—The Aruba 2930F, 2930M, 3810M, and 5400R family of switches connect wired
devices to the branch network, such as APs, workstations, medical devices, multi-function printers,
point-of-sale devices, and other devices that don't support Wi-Fi or that do need higher performance
than a wireless connection can provide. The access layer also provides PoE to devices such as APs, IP
phones, and IP cameras. You can use the switches standalone or in a stacked configuration, depending
on the number of ports needed at each location.

* Aruba access points—Aruba AP-5xx models are dual radio 802.11ax Wi-Fi 6 APs and the AP-3xx models
are dual radio 802.11ac Wave 2 Wi-Fi 5 APs that support different throughput and client loads. With
Aruba’s controllerless model called /nstant, there is no central controller, and the controller functions
are distributed among the APs. Instant is typically used in branch sites and scales up to 128 APs per
cluster. In this type of design, you normally see less than 50 APs per cluster at each remote site.

* Aruba threat detection—Aruba’s role-based Intrusion Detection System and Intrusion Prevention
System (IDPS) capabilities are available in the 9000 series gateways. Aruba IDPS allows an organization
to set security policies on individual- or role-based access to branch endpoints. It analyzes data packets
entering the network and acts quickly to prevent threats in real time. All identified threats are logged
for correlation analysis.

You can find a complete list of Aruba Central-supported hardware in the components area at the end of this
section.
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The following figure shows an example SD-Branch design with a headend site, an laaS data center, cloud
security providers, and several remote locations, each depicting different branch deployment models.

Figure 1 SD-Branch design
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The Aruba SD-Branch solution provides network access for employees, wireless Internet access for guests,
and connectivity for 10T devices. Regardless of their location on the network, wired and wireless devices have
the same experience when connecting to their services.

The Aruba SD-Branch includes the following key features and capabilities:

o Stateful firewall—Context-aware, role-based data adapted from Aruba WLAN to dynamically apply
policy from RF to WAN Information on user, device, application, and location can enhance visibility and
security.

* Dynamic segmentation—With centralized policy for WAN, wired, and wireless, IT can extend consistent
policies across the entire distributed branch footprint. This provides a simple and secure way to config-
ure network devices and onboard loT endpoints without additional overhead.

* Traffic analysis—Gain rich application awareness into over 3,000 applications across 21 categories.
Web Content Classification provides protection from malicious or unauthorized web URLs and includes
geolocation filtering and IP reputation.

* Deep packet inspection (DPI)—Monitors application usage and performance while optimizing band-
width, priority, and network paths in real time, including apps that are encrypted or appear as web
traffic. DPI is vital to understanding usage patterns that might require changes to network design and
capacity.

* Installer app and zero-touch provisioning—Simplify on-site deployment with ZTP through cloud-based
Aruba Central and deploy new branches more efficiently with a task-oriented Install Manager dash-
board, as well as the installer app for mobile devices.

* Health check—The BGW can actively and passively monitor established TCP connections for latency,
jitter, packet loss, and throughput.

* Policy-based routing (PBR)—You can route traffic across private or public WAN uplinks based on
application or user role (examples: guest or employee), in addition to traditional destination-based
routing.

* Dynamic path selection—When multiple WAN links exist, DPS helps choose the best available path for
an application based on characteristics like throughput, latency, jitter, packet loss, and uplink utilization.

* SaaS optimization—When accessing cloud-based applications from a branch location with multiple
transports, software-as-a-service (SaaS) optimization dynamically chooses the best-performing path
based on real-time information.

* WAN optimization—To improve overall bandwidth efficiency, the BGW can enable IP payload compres-
sion on the IPsec sessions between the branch and headend gateways. Compression efficiency varies
depending on the traffic type, but real-world scenarios typically show 40-60% bandwidth savings.
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¢ Private or Internet WAN—The BGW can support multiple uplinks, such as Internet broadband, existing
MPLS, metro Ethernet, and cellular connectivity, with multiple transport overlays across uplinks. You
can route traffic destined for the Internet locally, and you can route traffic destined for the data center
either over private WAN or any available Internet path.

* Third-party integration—To reduce local branch complexity, integration with cloud services provided
by firewall vendors such as Zscaler, Palo Alto Networks, Check Point, and UCC applications such as
Microsoft Skype for Business makes extending security easier and more reliable across the distributed
enterprise.

SD-BRANCH ARCHITECTURE

WANSs are the key component for branch office employees to communicate with their co-workers and custom-
ers. Applications have moved to centralized data centers and cloud-based providers. Businesses depend on
their network to maintain a competitive edge and the WAN is one of the highest monthly costs of the network.

Aruba SD-Branch allows an organization to implement the most cost-effective option at each branch-site
location by providing flexible alternatives to traditional private WAN offerings. Traffic can use any available
bandwidth to and from each location while maintaining the service level agreements defined by the network
administrator. The Aruba SD-Branch architecture is built in layers, as shown in the following figure.

Figure 2 SD-Branch architecture
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Starting from the bottom in the figure, the connectivity layer is the foundation for the SD-Branch architecture.

It forms the underlay network between locations in an organization, and in a WAN setting, the transport links
can be private or public depending on the type of service available at each location. Gateways provide flexible
connectivity in a variety of form factors. At the branch location, they perform the LAN integration for the wired
and wireless devices, and the WAN access for the public and private networks. At the headend location, they
allow high speed connectivity to the campus and data center environments. Gateways use advanced routing
to direct the traffic to and from each location.
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The switches and access points form the campus network at each location and connect to the gateway for
the WAN services. There are several different branch sizes, and each of them has a recommended wired and
wireless design based on their requirements.

Policy Layer

The policy layer runs over the top of the connectivity layer and allows organizations to securely transport traffic
between sites. VPN tunnels are established between branch and headend gateways to create an SD-WAN
overlay network. Headend sites are typically corporate headquarters, private data centers, or laaS data centers
hosted in the cloud, and they include one or more headend gateways. Branch sites are remote locations that
include one or more branch gateways. Larger deployments might include additional headend sites, providing
path diversity and application redundancy in the event of a primary site failure.

A flexible transport design uses secure policy overlay tunnels to simplify the WAN deployment. The tunnels
for public and private WAN connections reduce complexity for your routing and security, regardless of the
underlying networks. The tunnels also provide flexibility by allowing an organization to choose different
service provider options based on availability and cost for each location, while maintaining a common overlay
network.

Services Layer

The services layer is where the operations team interacts with the network. It provides significant capabilities
leveraging Al, ML, and location-based services for network visibility and insights into how the network is
performing. By leveraging a common data lake in the cloud, Aruba Central can correlate cross-domain events
and display multiple dimensions of information in context, unlocking powerful capabilities around automated
root cause analysis while providing robust analytics.

Headend Site Design

The recommended headend site design consists of a pair of redundant gateways to terminate the IPsec
tunnels from the BGWSs. Additional headend sites are supported, and you can deploy them by using the
techniques described in this guide.

Physical Gateways

The physical gateways connect to the services aggregation layer, and we recommend LACP for uplink port
redundancy or equal-cost multi-path routing for L3 redundancy. The gateways terminate the IPsec tunnels
from the private WAN by using private IP addresses and from the Internet by using static NAT addresses on
the firewall.
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The following figure shows an example headend site with a pair of physical gateways using LACP.

Figure 3 Headend site
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The gateways are configured with static IP addresses, which allows the BGWs to reliably connect to them
using established addresses.

Virtual Gateways

The laa$S public cloud environment is for many companies a “foreign” element in their network. Services rely
on cloud-provider tools that are not like those in the companies’ own data center. To alleviate the manage-
ment and operational concerns, something more advanced than a simple virtual machine offered through the
marketplace is desirable.

The Aruba SD-Branch solution automates the deployment and configuration of a virtual gateway (vGW) in
public cloud environments like Amazon Web Services (AWS) and Microsoft Azure. Aruba Central handles the
whole lifecycle of the vGW, from the initial startup and provisioning, through the regular management and the
failover between them in high availability scenarios.

Aruba BGWSs support standard IPsec tunnels and could therefore establish direct communication with the
laaS provider's own VPN concentrators. However, cloud VPN termination points do not support the advanced
SD-Branch capabilities equivalent to those of an Aruba vGW.

Aruba Design & Deployment Guide 11



The most critical features are as follows:

* Orchestrated tunnels—Aruba Central automates the establishment of IPsec tunnels from all BGWs to

all relevant VPNCs, including the vGW.

* Orchestrated routing—Aruba Central automates the exchange of routes across the SD-WAN, to and
from the vGW location.

* Reverse path pinning—The vGW ensures the traffic always returns through the same WAN path,
allowing BGWs to perform DPS, PBR, and uplink load-balancing as needed.

* End-to-end visibility—Allows you to manage all SD-Branch network devices under a single pane of
glass in the cloud.

The following figure shows a pair of virtual gateways in an laaS public cloud environment.

Figure 4 Virtual gateways in laaS
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From the perspective of the SD-WAN network in an laaS environment, deployments are differentiated be-

tween those where each Virtual Network (VNET) or Virtual Private Cloud (VPC) is treated as a separate node of
the SD-WAN and those where there are multiple VNET/VPCs accessible through a single SD-WAN node. When

there are multiple VNET/VPCs, you place the vGW into the transit or edge VNET/VPC.
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The vGW communicates with the VHUB/TGW, as shown in the right side of the following figure.

Figure 5 laaS deployment types—single vs multiple VNET/VPCs
Multiple VNET/VPCs

Single VNET/VPC ”)

___________________________

’)) ((‘ ))) (((

____®

vGateway

’

____________________________________________________

VNET/VPC 1 VNET/VPC 3

Net1, Net2, Net3

__________________________

VNET/VPC 2

Connection Type
BGP (auto-cost)
—— VNET/VPC Peering

1135A

__________________________

The use of the vGW to connect the SD-WAN environment to the laaS environment is highly encouraged, as it
truly brings the public-cloud data center into the SD-WAN network as if it were any other headend location.

Hub Mesh

Aruba supports mesh topologies between on-premises hubs (physical gateways) and/or cloud hubs (virtual
gateways). In a mesh topology, all or a portion of your hub sites are connected to each other through site-to-
site IPsec tunnels. Using a mesh, you can connect any type of hub and create an overlay network between
your data centers.

The mesh topology is highly redundant because it creates a mesh of tunnels over all available uplinks and
uses BGP mechanisms to exchange routes between each peer. For easier identification of the hubs and a
simplified configuration, it is recommended that you use a loopback address on each hub and source the site-
to-site tunnels and the BGP peering from the loopback address. You can route-map match prefixes received
or advertised by the peer, and you can modify them to control what is advertised between the hub locations.
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You can configure up to eight hub sites in a mesh topology. Each hub site can be in only one mesh topology at

a time.

Figure 6 Hub mesh
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Branch Site Design

A branch site with two WAN interfaces is a common use case, but you can use the same techniques for other

options. For example, you can deploy a single BGW or dual BGWs, depending on the business criticality of
the location. You can add up to four active and one standby LTE uplink per branch location. The goal of all
SD-WAN designs is to choose the best WAN path for each different class of traffic. After choosing the best
path based on current WAN conditions, you create flexible rules to allow your traffic to efficiently pass over

the available paths.

The first option is the SD-WAN Private and Internet, which uses private WAN paired with Internet. In this
option, the private WAN handles the critical traffic because you have SLA guarantees from your service

providers for certain applications. The secondary traffic classes use the public WAN available at each location.

Aruba Design & Deployment Guide
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The second option is the SD-WAN Dual Internet, which uses two Internet services. With this option, you select
one of the Internet paths as the preferred path. You can select the provider that has more direct connections
to each of your branch sites, or you can choose the one with the most bandwidth. The secondary traffic
classes use the remaining Internet bandwidth available at each location.

Branch Gateway Options

This guide highlights several branch-site designs, and they provide different levels of service and redundancy
using diverse WAN transports tied to the specific requirements for each site. Single gateway designs provide
uplink resiliency and dual gateway designs provide uplink and gateway resiliency. Both can optionally add 5G/
LTE uplinks for a path of last resort. The following figure shows common branch-site options.

Figure 7 Branch gateway options
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Branch Gateway Ports

You should use the physical ports on a BGW in a uniform manner across your network. This provides
consistency between your branches and reduces the number of groups required. The examples shown in the
following figure are focused on the Aruba 7005 BGWs because it has the fewest number of physical ports, but
the same port arrangement principles are used for the rest of the BGWs in the portfolio. The idea is to pick a
common set of ports that work for as many of your branch configurations as possible.
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The following figure highlights port arrangements on the Aruba 7005 BGWs for the different branch site
options mentioned previously.

Figure 8 Branch gateway ports
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Note You can also purchase the 9004-LTE gateway, which has an integrated g
LTE module, or you can configure the optional LTE port with a USB interface.

It is very important the physical port types on gateways at dual-gateway sites share the same characteristics,
because both gateways must be added to the same group for routing, DPS, and PBR configurations. All four
examples in Figure 8 use the physical ports in a similar fashion as noted below:

Port 0/0/0—LAN with static IP addresses and DHCP servers for VLANS

Port 0/0/1—Private WAN with static IP address and default gateway

Port 0/0/2—Public WAN (LTE or secondary INET) with DHCP client and dynamic default gateway

Port 0/0/3—Public WAN (primary INET) with DHCP client and dynamic default gateway
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Because the port arrangements for each of the groups are aligned configuration-wise, you can configure an
initial group and then copy it to the new groups to save time during the group configuration procedures. The
port types you choose do not have to align with the choices above, but they should match the common port
arrangements for your environment.

Trusted vs Untrusted

Unlike traditional perimeter firewalls, the trusted interface feature in an Aruba gateway'’s role-based firewall
refers to whether there is a user-session for all traffic coming through an interface with the potential for role
assignment policies. The two options are as follows:

* The gateway does not keep user-sessions for traffic coming through trusted interfaces.

* The gateway maintains user-sessions for all devices coming from untrusted interfaces. This means you
must assign a role assignment (AAA) profile to all VLANs attached to untrusted interfaces, regardless of
whether you plan to enable role assignments.

You achieve the best combination of security and visibility when LAN-facing interfaces are marked as
untrusted with an associated role-assignment profile and WAN-facing interfaces are marked as trusted with a
restrictive policy applied to them.

Figure 9  Trusted vs untrusted interfaces
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Note When you use the Basic setup mode in Aruba Central, the inter-
faces are correctly configured for trust based on how their WAN or LAN %

designations.

The gateway determines if traffic is trusted by first selecting the trust status of the port and then the
trust status of the VLANSs attached to the port. In case of a discrepancy, the untrusted status always takes
precedence.
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Policy Layer

The Aruba SD-Branch solution implements standards-based VPN tunnels. To simplify the SD-WAN overlay
tunnel establishment, the Aruba gateways leverage factory installed trusted platform module (TPM) certif-
icates for mutual authentication. The TPM certificates are installed on each Aruba gateway at the factory;
however, end-user certificates are also supported.

The SD-WAN overlay tunnel is initiated from the BGW and terminates on a gateway using network address
translation-traversal for the Internet paths. The only firewall port that you need to open between a headend
gateway and a BGW for a tunnel to establish is UDP destination port 4500. You can terminate the tunnels
directly on the headend gateway or NAT them via an intermediate device, such as an edge firewall for the
Internet WAN connection.

For private WANSs, the tunnels are typically terminated on a headend gateway by using a VLAN interface as-
signed with a private IPv4 address. You can either terminate Internet-based WAN services on a gateway using
a public IPv4 address or a private IPv4 address. This depends on your organization’s data center architecture.

You establish the SD-WAN overlay tunnel through the connectivity underlay network to a gateway at the head-
end site. Each BGW establishes one tunnel to each headend for every WAN service in the deployment. The
following figure shows an example of a single BGW at a branch site establishing one tunnel over the private
WAN and one tunnel over the Internet WAN service.

Figure 10 SD-WAN overlay tunnels
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Hub-and-Spoke

The Aruba SD-Branch solution supports a hub-and-spoke topology where the SD-WAN overlay tunnels are
established between headend gateways (hubs) and BGWs (spokes). With a hub-and-spoke design, the DPS
policies, routing, and PBR rules you configure for each branch group determine the branch traffic that is
selected and forwarded to the gateways via the overlay tunnels. The gateways at the headend sites provide
routing and forwarding for hub-to-spoke and spoke-to-spoke traffic.
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Figure 11 Hub-and-spoke
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Most SD-Branch deployments include at least one headend site with one or more gateways installed that
terminate VPN tunnels initiated from BGWs installed at the branch sites. The number of gateways that are
deployed in each headend site is dependent on the deployment size and redundancy needs. The most basic
SD-Branch deployment consists of one gateway installed at a headend site that services all the BGWs installed
at branch sites. L2 or L3 redundancy are available by installing a backup gateway at the headend site, but L3
redundancy is recommended due to faster failover times.

Larger SD-Branch deployments can include additional headend sites, providing redundancy in the event of a
primary hub failure. A typical large deployment consists of a primary and secondary headend with L3 redun-
dant gateways at each site. More complex topologies using additional headend sites are also supported. For
example, your deployment might include a cloud-based data center hosting a specific application or service
using virtual gateways.

ARUBA SD-WAN

The Aruba SD-Branch solution provides a centralized control plane function (offered from Aruba Central)

that is based on a cloud-native, multi-tenant architecture that automatically scales to a customer’s network
growth. In previous SD-Branch deployments, the network administrator had to configure IPsec tunnels
between branch and headend gateways, interface types, public IP addresses of the VPNCs and the IKE param-
eters. When using a tunnel through a common Internet service provider, the uplink on BGW and the public IP
address on the VPNC was manually configured.
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The configuration workflows were cumbersome and prone to misconfigurations that often-delayed deploy-
ments and led to unnecessary calls to TAC. There was no support for dynamic protocols or orchestrated
routes through the overlay tunnels. Static routes pointing to each data center were configured with different
costs in order to provide redundancy in case of a failure. For large deployments, which might have hundreds
of locations, static routes were not scalable or easy to administer.

SD-WAN Orchestrator

To simplify the configuration, Aruba introduced SD-WAN Orchestrator to automatically setup IPsec tunnels
and configure dynamic routing between the BGWs and headend VPNC. Overlay Tunnel and Route Orchestra-
tor processes run in Central to automate the existing workflows.

The Aruba SD-WAN Orchestrator provides the following features:
* The IPSec overlay is automatically created through tunnel orchestration.

* Reachability information is propagated through route orchestration, and route redistribution is done
through a single group configuration.

* Routing policies are set with a simple hub preference at the group level and route redistribution at the
headend ensures symmetry.

¢ Individual devices do not need to be configured with the overlay topology and routing policy because
they are done at group level for all devices.

* When a new BGW is added to a group, it dynamically learns the overlay topology and orchestration
creates the tunnels and route policy.

* Changing the path preference is done by changing hub preference setting and routing costs are trans-
lated into the data center routing process.

 Scalability is built into the orchestration, which helps an organization build a robust routing design.

Tunnel Orchestrator

In order to build an SD-WAN network, the first step is to bring up a policy overlay network that is independent
of the underlying WAN circuits. In order to do this, the administrator identifies the uplink interfaces in all
gateways with their corresponding service provider. After the information is entered, SD-WAN Orchestrator
establishes the overlay tunnels according to the defined policy.
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The main functions of Aruba Overlay Tunnel Orchestrator include:
* Discovering the public/private IP addresses and uplinks attributes
* Exchanging keys and sending keys to devices
* Building IPsec tunnels

* Refreshing keying material before old keys expire

Aruba Overlay Tunnel Orchestrator removes the complexity and scalability issues associated with configuring
IPsec tunnels. It also eliminates the need to specify Internet Key Exchange (IKE)-related information. With
SD-WAN Orchestrator, Aruba simplifies the configuration of one of the most complex tasks when bringing up
an SD-WAN service.

SD-WAN Orchestrator sends the topology policy to Tunnel Orchestrator and, based on interface type and
provider name, it automatically establishes the tunnels. If the interface type is MPLS, the names must match
for the orchestrator to build the tunnels. If the interface type is INET, the orchestrator prefers names that
match, but tunnels are also built for non-matching Internet providers names as shown in the following figure.
In the figure, the tunnel orchestrator establishes an Overlay Agent Protocol (OAP) secure control channel
using Google RPC to each BGW and VPNC.

Figure 12 Tunnel Orchestrator
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Route Orchestrator

Aruba Route Orchestrator enables the distribution of routing information across all sites including branches
and headend. It provides route distribution across sites in a dynamic way according to the topology and
routing segmentation policy configurations.

The main functions of Aruba Route Orchestrator include:
* Learning routes from headend and branch sites
* Advertising routes across the SD-WAN network with appropriate costs

* Redistributing routes into the LAN side with appropriate costs

SD-WAN Orchestrator’s goal is to build the SD-WAN overlay and provide dynamic routing with minimal inter-
vention from the user’s side. The network behind the gateways can be a simple L2 with connected subnets or
a more complex L3 environment running OSPF or BGP routing.

In the following figure, Route Orchestrator acts like a BGP route reflector to collect and redistribute the
routing information from each gateway using the routing policy defined in Aruba Central.

Figure 13 Route Orchestrator
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Traditional Branch

With traditional branch solutions, traffic is routed using the information from the routing table over a

single active WAN path, and other paths are backup links that are used only when the active link becomes
unavailable. The Aruba SD-Branch solution sends traffic simultaneously over multiple active WAN paths. The
paths can be different types with unequal bandwidths, and they can also span a second gateway device. The
following figure compares traditional branch solutions with Aruba SD-Branch.

Figure 14 Traditional branch vs Aruba SD-Branch
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To further enhance the Aruba SD-Branch solution, routing is manipulated using SLAs to ensure compliance
with defined thresholds and preferred WAN paths are chosen on a dynamic basis. The three areas where path
selection decisions are made are as follows:

* Routing table—If special treatment is not required, traffic is forwarded from the routing table.

* Dynamic path selection—If SLAs are required and the preferred paths are in the routing table, DPS
dynamically selects the best available WAN path.

* Policy-based routing—If the preferred WAN paths are not available in the routing table or you want to
specify a path for traffic, PBR overrides the available WAN paths using next hop lists.

If the traffic has a simple path without specific requirements, it can follow the routing table. However, most
SD-WAN customers want to use SLAs to provide a better user experience for their real-time traffic while push-
ing their background traffic to lower performing WAN paths. If SLAs are needed and the preferred WAN paths
are available in the routing table, a DPS policy is required. If the preferred WAN paths are not in the routing
table or you want to steer to a specific set of equal cost paths, a PBR policy with a next-hop list is required.

The administrator decision tree shown below helps you determine when DPS and PBR policies are needed
in your environment. PBR policies take precedence over entries in the routing table, so you should only use
them when required.
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Figure 15 Routing, DPS, and PBR administrator decision tree
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Using health-monitoring information, DPS can intelligently route traffic based on policy, ensuring that appli-

cations are sent over the paths most appropriate to their needs. Based on user-defined criteria, DPS allows

branch gateways to select the best path for an application to take across the WAN. The network administrator

can define service-level agreements (SLAs) for an application based on values such as latency, jitter, packet

loss, and uplink utilization, and the gateway makes a path selection based on which available link meets the

SLA criteria.

The selected forwarding path can be a single WAN uplink, or traffic can be load-balanced across a group

of WAN uplinks. The destination IP address of the traffic determines if the traffic is steered towards a VPN
tunnel or forwarded directly to the Internet at the branch location. The DPS policy selects an uplink, and the
gateway's routing table or PBR rules determines the next hop.
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Figure 16 DPS on WAN egress

l WAN Egress
] Dynamic : ‘
; Pgth DPS Yes Tlgaflfelzc Yes Path '
- : i u Selecti :
: Selection Policy Match election :
! lNo No SLA profiles
i determine path choices !
1 M h
: ROUting m Primary :
: Table ) Secondary | Paths !
i Tertiary p
y Select equal cost paths 1
: from routing table E
WAN
Uplinks
Load balance

-~
-~
A

INET LTE

&7 equal cost paths E

1142A

Load Balancing

When DPS selects a group of WAN uplinks, the gateway performs a load-balancing action. The load-balancing
algorithm determines how sessions are distributed between the active WAN uplinks in the group.

Branch gateways support the following load-balancing algorithms:

* Round robin—Sequentially distributes outbound traffic between each active WAN uplink. This is the
simplest algorithm to configure and implement but might result in uneven traffic distribution over time.

* Session count—Distributes outbound traffic between active WAN uplinks based on the number of
sessions managed by each link. This algorithm attempts to ensure that the session count on each active
WAN uplink is within 5% of the other active WAN uplinks.

* Uplink utilization—Distributes traffic between active WAN uplinks based on each uplink’s utilization
percentage. Uplink utilization considers the link speed to calculate the utilization for a given link and
allows a maximum bandwidth percentage threshold to be defined. After the bandwidth threshold
percentage has been exceeded, that WAN uplink is no longer considered available.
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Figure 17 Load-balancing algorithms
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Aruba recommends the uplink utilization algorithm because it accounts for the WAN service speed when
making path selection.

Health Checks

You must enable health checks in order to determine the path availability of each WAN uplink and policy
overlay tunnel. When health checks are enabled, the gateway sends UDP or ICMP probes to an IP or FQDN
of a host to determine if the connectivity underlay paths are available to accommodate traffic. The BGW also
sends probes to all VPNCs to determine if the policy overlay paths are available for traffic. The primary use
case for health checks is to verify the WAN underlay and overlay networks are operational which prevents
branch traffic from being forwarded into a black hole.

When the defined health check host is not reachable over a WAN uplink, the default gateway associated with
the WAN uplink is removed from the gateway's routing table. This prevents the WAN uplink from being used
for branch traffic that is NAT'd to the Internet or management traffic that is destined for Central. Any estab-
lished VPN tunnels continue to operate if the VPNC is reachable over the WAN uplink.
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Aruba Gateways monitor the state of every WAN circuit by probing their default-gateway, the tunnel destina-
tion to each headend gateway as well as a service in the cloud to assess the health and status of every uplink.
The following criteria are used:

* There must be a default-gateway defined for every WAN interface for it to be considered a valid uplink.
A higher cost can be associated if the default-gateway shouldn’t be used, but it must exist for the health
check to work.

* BGWs send probes to headend gateway destinations through all uplinks in order to measure the health
and state of the policy overlay tunnels.

* BGWs send probes to a health check service. In order to avoid black-holing Internet traffic, the gateway
prevents connectivity underlay communication through uplinks marked as “unreachable” by the health
check probes. Because they have their own probes, overlay traffic continues to work without impact

Figure 18 Headend gateway and PQM service probes
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Aruba PQM Service

As part of the SD-Branch solution, Aruba provides a global Path Quality Monitoring (PQM) service that
gateways can probe to measure the quality of the uplinks. This global service consists on a set of nodes that
respond to ICMP/UDP probes from gateways managed by Aruba Central. All other traffic is throttled to avoid
DosS attacks.

This service is maintained by the Aruba Cloud Operations team. On top of the regular monitoring of all

the PQM nodes and the authoritative DNS, Aruba has distributed probes all over the world probing pgm.
arubanetworks.com every five minutes. These probes are constantly reporting latency, packet loss, and which
PQM node is responding to the Aruba Cloud Operations dashboard. This provides not just monitoring of the
instances but a true 24x7 monitoring of the PQM service.

The Aruba SD-Branch solution relies on control-plane communication between BGWs and VPNCs, which
allows the SD-WAN orchestrator to negotiate tunnels and establish routes. At least two paths of communica-
tion are recommended between the gateways and Aruba Central. This becomes even more important when
dealing with Internet, LTE or VSAT circuits that are not be as reliable as an enterprise-grade MPLS network.
You can achieve a second path to Aruba Central by configuring a static default route with a higher cost point-
ing to the private WAN overlay tunnel, which is routed over the headend site's DMZ out to the Internet.

Policy-Based Routing

Some advanced deployments might require PBR to override destination-based routes when traffic must be
forwarded over a specific WAN path. If needed, PBR policies override the routing table for both underlay
and overlay traffic. For example, if you want all traffic from your corporate users to go through the hub-site
location, you apply a PBR rule pointing to the overlay tunnels. The gateway can use multiple paths by setting
the same priority in a next-hop list and applying the PBR policy to the relevant user roles. If more than one
active path is available, the gateway selects them using a combination of DPS and load-balancing.
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Common use cases where PBR policies are implemented include:
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* All employee Internet traffic must be routed to the hub-site location to provide additional policy checks.

* Traffic from a specific subset of clients’ needs to be forwarded out a specific WAN path.

* Integration with third-party SaaS or unified threat management providers—such as Check Point, Palo

Alto Networks, or Zscaler—where certain traffic needs to be steered through a cloud-based security

provider.

Reverse-Path Pinning

When a path selection is made for sessions destined for the corporate network through a VPN tunnel, the

reverse traffic must take the same WAN path to prevent connectivity problems caused by asymmetric routing
issues. Reverse-path pinning allows the hub gateway to choose the same WAN path for each active session to
and from the branch. This is important because the branch gateway selects paths based on performance and
SLAs. Reverse-path pinning is performed for corporate sessions originating from the branch destined to the

data center, as well as sessions originating from the hub towards the branches.
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A session destined for a branch from the hub site is handled as follows:
* The VPNC gateway selects an available WAN path using equal-cost multi-path routing.

* If the WAN path matches the preferred path defined in the DPS policy, then no additional steering is
required.

* If the WAN path does not match the preferred path defined in the DPS policy, the branch gateway
sends the return session over the preferred path. Upon receipt of the traffic from the new path, the
VPNC steers the outbound session to the preferred path to maintain symmetry.

The following figure shows traffic from a branch location over the private WAN overlay tunnel and the reverse
path pinning feature on the VPNC returns the traffic on the same path to enforce symmetry.

Figure 20  Reverse-path pinning
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Cloud Security Providers

Security is an integral part of the Aruba SD-Branch solution. The solution is built from the ground up to be
completely policy-driven using a role-based model. In most deployments, the BGW is directly connected to the
Internet, requiring very robust hardening policies. The Aruba SD-Branch solution begins with the hardening of
the operating system, adds signature-based device profiling with ClearPass and supports the integration with
best-of-breed security partners by using on-premises appliances or cloud-based services.

The BGW has a hardened operating system that includes the following security features:

* Secure boot—TPM-signed software image that heavily restricts communications until the BGW receives
its initial configuration from Aruba Central

* Secure zero touch provisioning—Leverages the TPM to securely communicate with Aruba Central
» AES 256 encryption—To secure the SD-WAN policy overlay tunnels

* Role-based stateful firewall—Support for scalable configuration using firewall aliases, ALGs, and
role-based policies

* Deep packet inspection—Capacity to identify close to 3200 applications

* Web content and reputation filtering—WebRoot's ML technology to classify content, reputation, and
geolocation for billions of URLs

* Aruba threat detection—IPS/IDS available in the 9000 series gateways

The Aruba SD-Branch solution integrates with ClearPass Policy Manager to form a true policy-driven branch.
This model dynamically assigns policies based on users and devices, as opposed to the traditional way of
assigning policies manually based on VLANSs, IP addresses. and ports. You can enhance the policy-driven
branch by leveraging integrations with partners in the ClearPass Exchange. You can push device identification
further by integrating with Aruba Device Insight for advanced Al/ML-based profiling.

Aruba SD-Branch can also integrate with best-of-breed third-party security infrastructure partners to offer
enterprise-grade advanced threat protection in a scalable manner. The integration with cloud-based security
offerings from third party companies provides an extremely simple and scalable solution for advanced threat
protection in branch networks.
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To secure your Internet traffic, the BGW redirects selected traffic through a cloud-based security platform.
This enables best-of-breed security, with services like advanced threat protection or data loss prevention,
without the need to increase the footprint in branch locations. In the following figure, a PBR rule sends the
employee Internet traffic to the cloud security provider for threat mitigation, and the IoT traffic goes straight
to the data center.

Figure 21  Cloud security providers with PBR rules
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SaaSs Express

As more businesses deploy SD-WAN to take advantage of inexpensive broadband Internet services and

also adopt software-as-a-service (SaaS) applications such as Office 365, Box, Slack, and Zendesk, operations
teams must ensure the users at a branch site can seamlessly and securely connect to their applications in the
cloud with the best possible performance. The Aruba SaaS Express feature enables the discovery of the SaaS
application servers, monitors application performance, and steers traffic to the best available servers in order
to provide an improved user experience.
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The SaaS Express feature offers the following benefits:
* Real-time probe measurement to determine the optimal ISP for user traffic
* Ability to choose the best network path for SaaS applications in order to optimize the user experience
* Improved service reliability with multiple network paths and dynamic traffic-steering

SaaS Application Profile Parameter

The BGW supports a set of applications and application categories in the DPI library. The built-in application
profiles include a set of SaaS applications; for example, Adobe, Dropbox, Amazon, Google, Salesforce, Slack,
Webex, etc. If a SaaS application is not available in the list, the network administrator can configure their own.

Each SaaS application profile includes the following elements:
* Name—Name of the Saa$ application
* FQDN—A list of domain URLs bound to the Saa$S application

* Exit profile—Traffic steering policy for determining an optimal path exit

SLA—Threshold profile for measuring path quality and performance
* Health check probe URI—URI to use for probes to determine the best available path

HTTP and DNS Probes

Aruba BGWSs send HTTP requests to each SaaS application over every available path. They calculate the
average packet loss and latency for each path in order to determine the one with the best performance. When
a user requests access to a SaaS application, the BGW dynamically steers the application traffic to the best
available path.

When a client requests SaaS application access, the BGW intercepts the DNS query acting as a proxy and
forwards the query to the DNS server to resolve into IP addresses. Using the type of SaaS application and the
location of DNS caching servers for a given ISP, the BGW determines the best available uplink. This means
traffic is automatically steered to the best performing SaaS servers, rather than statically defining them based
on a best-guess geographic location.

Traffic Steering and Path Selection

Network administrators can use a WAN policy with path steering based on key performance indicators, such
as jitter, latency, and packet loss, to attach the policy to each SaaS application profile. By default, the BGW
includes a Best for SaaS SLA profile, which is used for SaaS application profiles. Network administrators can
also use a custom SaaS policy for steering their SaaS application traffic.
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The following figure illustrates Saas traffic steering and path selection from a branch site with dual Internet
circuits.

Figure 22 SaaS Express traffic steering and path selection
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ARUBA SD-LAN

The Aruba SD-Branch solution provides a centralized control plane function offered from Aruba Central that is
based on a cloud-native, multi-tenant architecture that automatically scales to a customer’s network growth.
After the SD-WAN is deployed, the SD-LAN behind the branch gateway is next.

Non-Tunneled L2 Wired Access

To handle complex topologies with more IP subnets, branch sites use non-tunneled L2 switching for simple
wired designs and L3 switching. If micro-segmentation is needed, traffic can be tunneled from the wired
switches and APs to offer additional security.

In this design, the BGW provides L3 services for the site. The switches use VLANs for segmentation, which
allows you to configure your access switches identically to further reduces the complexity of the design.
Using the same switch hardware and feature configurations saves money due to lower operational costs and
maintaining fewer sets of spares.
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The access switch is trunked to the BGW to map the VLANs between them. The BGW acts as the IP default
gateway for each of the IP subnets and provides DHCP services to the end devices. DHCP can also be central-
ized at the headend location. The switch obtains its IP address by using a DHCP client on the management
VLAN.

Figure 23 Non-tunneled L2 wired access
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Non-Tunneled L3 Wired Access

In this design, the L3 aggregation switch provides layer-3 services for the site. The L2 access switches use
multiple VLANs that are trunked to the aggregation switches to map the VLANs between them. The aggrega-
tion switches acts as the IP default gateway for each of the IP subnets and provides DHCP services to the end
devices. DHCP can also be centralized at the headend location. The L2 access switch obtains its IP address
using a DHCP client on the management VLAN. The aggregation switches are routed to the BGWs using L3
ports. The guest VLAN uses a second set of ports to provide L2 access to the BGWs for direct access to the
Internet.
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Figure 24 Non-tunneled L3 wired access
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Non-Tunneled Wireless Access

Aruba Instant is a controllerless wireless architecture that is easy to set up and that supports robust security
features. It includes automatic RF management to ensure the best Wi-Fi connection and granular visibility into
applications, which helps prioritize business-critical data, limit or block non-business data, and keep malicious
actors off your network. This design is well suited for deployments where tunneled traffic is not needed.
Unlike solutions that require a separate management system, an Aruba Instant cluster distributes certain
functions across the APs in the cluster and elects a single AP to act as a virtual controller for the remaining
configuration functions, which are managed by Central.

APs are staggered into different switches within a stack in order to minimize disruption during software
upgrades or unexpected switch outages. The switches use device profiles to automatically place the APs
into the management VLAN and the APs use a DHCP client to obtain their IP addresses. Dynamic trunks are
created between the APs and the L2 switches that map to the SSIDs and are passed through to the BGW for
L3 termination.
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Figure 25 Non-tunneled L2 wireless access
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Tunneled Access with Dynamic Segmentation

1151A

In this design, the user VLANs from the access switches, and APs are tunneled to the BGWs for L3 termination.

Device profiles are used on the switches to automatically configure the AP ports for the management

underlay VLAN and the SSID VLANs are dynamically trunked. Role-based access is configured for all ports on
the switch and port-based mode is used for APs. Tunneled traffic is always untrusted, which means you must
apply an AAA profile to the VLAN. Each VLAN can have a separate AAA profile with a different initial role in the

BGW.

Aruba Design & Deployment Guide

37



Figure 26 ~ Tunneled access with Dynamic Segmentation
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SD-BRANCH COMPONENTS

This section discusses the recommended components for an SD-Branch solution. Not every component is
required for a valid SD-Branch deployment. The only hard requirements are a branch location with multiple
WAN paths and Aruba Central for the management.

Gateway Components

The gateway offers organizations a reliable, high performance option with support for multiple WAN
connections. From a routing standpoint, this provides IT with insight into the traffic flowing in and out of a
site, regardless of the uplink. A headend gateway is needed for VPN tunnel termination in private data center
and campus routing scenarios. A virtual gateway is needed for network deployments using cloud providers.
A branch gateway provides direct access to the Internet at a remote site, as well as secure tunnel access to
corporate resources at the headend location.

Headend Gateway

The headend gateway acts as a VPN concentrator terminating VPN tunnels, and it provides routing into the
data center or campus environments using OSPF or BGP. The headend gateway participates in the SD-WAN
fabric overlay topology by terminating the tunnels from the BGWs. The headend gateway is a software func-
tion that runs on the Aruba 7200 series appliances, the 9000 series appliances, and some of the Aruba 7000
series appliances. The following table details the headend gateway scaling.
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Table 1 Headend gateway scaling

Max Max IKE learned Max routes in WAN Crypto Firewall
Platform tunnels  routes forwarding table compression throughput sessions
7280 8192 32,768 32,768 10 Gbps 50 Gbps 2M
7240XM 6144 32,768 32,768 10 Gbps 30 Gbps 2M
7220 4096 16,384 16,384 10 Gbps 21 Gbps 2M
7210 1024 8096 8192 10 Gbps 8 Gbps 2M
7030 512 3000 4096 2.5 Gbps 2.6 Gbps 128K
7010/7024 256 1500 4096 2.5 Gbps 2.6 Gbps 64K
9004/9012 512 3000 4096 2.5 Gbps 4 Gbps 64K

Virtual Gateway

The virtual gateway extends the SD-WAN overlay services to the public cloud infrastructure. Virtual gateways
function as VPN concentrators and terminate tunnels from branch gateways, Instant APs and, VIA clients. Like
the hardware VPN concentrators, virtual gateways support routing, security, and tunneling features. Virtual
gateways are supported in Amazon Web Services and in Microsoft Azure. The following table details the
virtual gateway scaling.

Table 2 Virtual gateway scaling

Max Max IKE learned Max routes in Crypto Firewall
Platform tunnels  routes forwarding table throughput sessions
vGW-4G 8192 32,768 131,072 4 Gbps 6M
vVGW-2G 4096 16,384 65,536 2 Gbps 256K
vGW-500M 1600 8096 2048 500 Mbps 64K

Branch Gateway

The branch gateway is the appliance at each remote site that connects to WAN uplinks and participates as an
endpoint in the SD-WAN overlay fabric. The branch gateway provides the dynamic segmentation by acting

as a policy-enforcement point for wired, wireless, security, and WAN policies including routing. The gateway
functions include stateful firewall, web content classification, hybrid WAN connectivity, IPsec VPN, QoS, and
WAN path monitoring and selection. The branch gateway is a software function that runs on the Aruba 7200,
9000 and 7000 series appliances.
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The following table details the branch gateway scaling.

Table 3 Branch gateway scaling

Client Firewall Crypto Active firewall Firewall sessions per Tunneled node

Platform devices  throughput throughput sessions second ports

7240XM 32,768 40 Gbps 30 Gbps 2M 800K Pending QA
7220 24,576 40 Gbps 20 Gbps 2M 500K Pending QA
7210 16,384 20 Gbps 6 Gbps 2M 350K Pending QA
7030 4096 8 Gbps 2.6 Gbps 128K 65K 2048
7010/7024 2048 4 Gbps 2.6 Gbps 64K 64K 1024
9004/9012 2048 7 Gbps 4 Gbps 64K 32K 2048
7005/7008 1024 2 Gbps 1.2 Gbps 64K 63K 512

Microbranch

For very small and micro branch deployments, Aruba does not require a traditional branch gateway. You can
deploy an Instant AP cluster at a small branch or home office location without a gateway. In this design, the
Instant AP acting as a virtual controller establishes secure connections with the VPN concentrators at each
headend or data center location. The Instant cluster provides Wi-Fi connectivity to the end devices and secure
WAN access to corporate resources.

Wired Components

The wired LAN in the SD-Branch uses a layer-2 or layer-3 design. Although there are many hardware choices
that work at the access layer in the network, this design focuses on products that are the most common and
easily supported options in each layer of the network, with general guidance on which option to choose.

Access Switches

The access layer connects wired devices to the network, such as APs, workstations, multi-function printers,
and other devices that don't support Wi-Fi or need higher performance than a wireless connection can
provide. The access layer also provides PoE to devices such as APs, IP phones, and IP cameras.
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The following features are common across the Aruba access switches:
* Support for security and network management with Aruba ClearPass and Aruba Central
* REST APIs for automation

* PoE for APs, IP phones, and loT devices

The number of ports needed in an access closet and the performance required determine which access
switch model is the best fit for your network.

Aruba 5400R—The Aruba 5400R chassis supports a variety of interface modules that provide copper and fiber
interfaces in different speeds and densities. At the access layer, the switch supports up to 96 HP Smart Rate
Multi-Gigabit or 288 1-GbE ports with PoE+. This switch is ideal for organizations that need large numbers of
access ports in high-density areas of their network (majority of access closets with 96+ ports). Features:

* Layer-3 modular switch with VSF stacking, tunnel node, ACLs, robust QoS, low latency, and resiliency
* HPE Smart Rate for high-speed multi-gigabit bandwidth (IEEE 802.3bz) and PoE+

 Scalable line-rate 40 GbE for wireless traffic aggregation

Aruba 3810M—The Aruba 3810M is available with either 24 or 48 1-GbE access ports with PoE+ (30W) on
each port and either 4 SPF+ ports or 2 40-GbE ports on an optional expansion module. The 3810M is also
available in a model with 40 1-GbE ports and 8 HPE Smart Rate ports capable of 1, 2.5, 5, or 10 GbE. The
3810M supports backplane stacking with up to 10 switches in a single stack and advanced layer-3 services. It
also supports meshed stacking. This switch is ideal for organizations that have larger access closets requiring
larger switch stacks, are deploying or planning on deploying 802.11ac Wave 2 APs and want a switch with high
performance and room for future growth. Features:

* Layer-3 switch with backplane stacking, tunnel node, ACLs, robust QoS, low latency, and resiliency
* HPE Smart Rate for high-speed multi-gigabit bandwidth (IEEE 802.3bz) and PoE+

* Modular line-rate 10-GbE and 40-GbE ports for wireless aggregation
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Aruba 2930M—The Aruba 2930M is available with either 24 or 48 1-GbE access ports with PoE+ (30W) on
each port and either 4 SPF+ ports or 2 40-GbE ports on an optional expansion module. The 2930M is also
available in a model with 40 1-GbE ports and 8 HPE Smart Rate ports capable of 1, 2.5, 5, or 10 GbE. The
2930M supports backplane stacking with up to 10 switches in a single stack and dynamic layer-3 services. This
switch is designed for organizations wanting to create a digital workplace optimized for mobile users with an
integrated wired and wireless access network. Features:

* Layer-3 switch with backplane stacking, tunnel node, ACLs, and robust QoS
* HPE Smart Rate for high-speed multi-gigabit bandwidth (IEEE 802.3bz) and up to 1440 W PoE+
* Modular 10-GbE or 40-GbE uplinks

* Models with 24 ports of HPE Smart Rate with IEEE 802.3bz

Aruba 2930F—The Aruba 2930F is available with either 24 or 48 1-GbE access ports and 370W PoE+. The
switch supports Virtual Switching Framework (VSF), allowing you to stack up to 8 switches using available
front ports. Although the 2930F supports basic layer-3 features, it is typically deployed as a layer-2 switch.
This switch is ideal for organizations that have smaller access closets requiring only one or two switches, are
looking for good performance, and who can accept a limited feature set in return for lower cost. Features:

* Layer-3 switch with VSF stacking, tunnel node, ACLs, and robust QoS
* Convenient built-in TGbE or 10GbE uplinks and up to 740 W PoE+

Aggregation Switches

The aggregation layer provides connectivity for all access layer switches and connects to the branch gateways.
The aggregation layer is responsible for layer-3 routing in this design, and it handles all traffic between net-
works on the LAN and traffic leaving the LAN for the WAN or the Internet. For high availability, the aggregation
layer consists of a pair of switches acting as a single switch. If a switch fails or needs to be taken out of service
for maintenance, the other switch continues forwarding traffic without interruption to the LAN services.

The following features are common across the aggregation switches:
* HPE Smart Rate for high-speed multi-gigabit bandwidth (IEEE 802.3bz) and PoE+
» Support for security and network management with Aruba ClearPass and Aruba Central

e REST APIs for the software-defined network
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Aruba 5400R—The Aruba 5400R chassis supports a variety of interface modules that provide copper and fiber
interfaces in different speeds and densities. The switch supports up to 96 10-GbE ports (SFP+ and 10GBASE-T),
96 HP Smart Rate Multi-Gigabit, or 288 1-GbE ports with PoE+. This switch is ideal for organizations that need
to aggregate many access switches and might need to connect servers, firewalls, or other network appliances
directly to the aggregation layer. The 5400R chassis includes the following features:

* Layer-3 modular switch with VSF stacking, static routing, RIP, OSPF, ACLs, robust QoS, policy-based
routing, low latency, and resiliency

* Scalable line-rate 40GbE for wireless traffic aggregation

Aruba 3810M—The Aruba 3810M is available in a 16 port SFP+ and a two-module slot model. The module
slots allow for an additional 8 SFP+ or 2 40-GbE ports. This switch is ideal for organizations with a small LAN
who to aggregate 1 or 10-GbE connected access switches. The 3810 includes the following features:

* Layer-3 switch with backplane stacking, static routing, RIP, OSPF, ACLs, robust QoS, policy-based rout-
ing, low latency, and resiliency

* Modular line-rate 10-GbE and 40-GbE ports for wireless aggregation

Wireless Components

With Aruba's controllerless model called /nstant, there is no central controller and the controller functions are
distributed among the APs. Instant is typically used in smaller networks or branch sites and scales up to 128

APs per cluster. In this design, we recommend deploying Aruba Instant with up to 50 APs. If you are planning
to install more than 50 Instant APs, please contact an Aruba or partner SE/CSE for verification of your design.

Access Points

There are currently two series of Aruba access points: the latest generation 5xx series 802.11ax APs and
the 3xx series 802.11ac Wave 2 APs. Details about currently available models are listed below; they support
different throughput and client loads to meet different deployment needs.

The last digit in the model number denotes the antenna type. If the number is 4, then the AP has connectors
for external antennas. If the number is 5, then the AP has internal antennas. For example, IAP-334 has
external antennas and IAP-335 has internal antennas. In most office deployments, internal antenna models
are preferred.
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The following features are common across the current Aruba 5xx and 3xx APs:
* Unified AP for either controller-based or controllerless deployment modes
* Hitless PoE failover between both Ethernet ports (dual Ethernet models only)
* Built-in Bluetooth Low-Energy radio
* Advanced Cellular Coexistence to minimize interference from cellular networks
* Support for security and network management with Aruba ClearPass and Aruba Central
» Application visibility for QoS and traffic control
* Enhanced security with WPA3 and Enhanced Open

Aruba 5xx Series Access Point Options

The Aruba 5xx Series of campus access points support 802.11ax to efficiently and simultaneously serve mul-
tiple clients and traffic types in dense environments. These APs offer increased data rates for both individual
device and overall system while delivering high performance and throughput in environments where mobile
and loT density is a growing concern.

Aruba 5xx common capabilities:
* Dual uplink ports with LACP support for redundancy and increased capacity
* Bluetooth 5 and Zigbee radios for location and 10T use-cases

* Green AP mode for energy savings up to 70%

Aruba 550 Series Access Points—The Aruba 550 Series APs are ideal for extreme high-density environments,
such as public venues, higher education, hotels, and enterprise offices. The 550 series supports maximum
data rates of 4.8Gbps in the 5GHz band and 1,150Mbps in the 2.4GHz band (for an aggregate peak rate of
5.95Gbps). The Aruba 550 series requires ArubaOS and Aruba InstantOS 8.5 software, and its features include:

e Dual-radio (8x8 + 4x4 MIMO)

* Optional tri-radio mode* with two 5GHz and one 2.4GHz radio (all 4x4 MIMO)
* Dual 5G HPE Smart Rate ports

* Al-powered features for wireless RF and client connectivity optimization

* Up to 1024 associated client devices per radio (recommended active 200) *

*Some 5xx features are not supported in the initial release but will be enabled in future software releases.
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Aruba 530 Series Access Points—The Aruba 530 Series APs are ideal for very high-density environments, such
as higher education, K12, retail branches, hotels, and digital workplaces. The 530 series supports maximum
data rates of 2.4Gbps in the 5GHz band and 1,150Mbps in the 2.4GHz band (for an aggregate peak rate of
3.55Gbps). The Aruba 530 series requires ArubaOS and Aruba InstantOS 8.5 software, and its features include:

e Dual-radio (dual 4x4 MIMO)
* Dual 5G HPE Smart Rate ports
* Al-powered features for wireless RF and client connectivity optimization

* Up to 1024 associated client devices per radio (recommended active 200)*
*Some 5xx features are not supported in the initial release but will be enabled in future software releases.

Aruba 510 Series Access Points—The Aruba 510 Series APs are ideal for high-density environments, such
as schools, retail branches, hotels, and enterprise offices. The 510 series supports maximum data rates of
2.4Gbps in the 5GHz band and 575Mbps in the 2.4GHz band (for an aggregate peak data rate of 2.975Gbps).
The Aruba 510 series requires ArubaOS and Aruba InstantOS 8.4 software, and its features include:

e Dual-radio (4x4 + 2x2 MIMO)
* Single 2.5G HPE Smart Rate and Gigabit Ethernet uplink ports
* Up to 256 associated client devices per radio

Aruba 3xx Series Access Point Options

Aruba 340 Series Access Points—The Aruba 340 Series is the highest performance AP and supports HPE
Smart Rate uplink, so it can use the full performance of 3.5 Gbps on two 5-GHz bands or 1.7 Gbps in the
5-GHz band and 800Mbps in the 2.4-GHz band, for a combined bandwidth of 2.5 Gbps. This model is ideal for
organizations that require very high density and next-generation performance for auditoriums, high-density
office environments, or public venues. The Aruba 340 series requires ArubaOS and Aruba InstantOS 8.3
software.

* Dual radio 4x4 802.11ac AP with MU-MIMO
* Optional dual 5-GHz mode supported, where the 2.4-GHz radio is converted to a second 5-GHz radio
* Antenna polarization diversity for optimized RF performance

* HPE Smart Rate and Gigabit Ethernet uplink ports with Link Aggregation Control Protocol (LACP)
support for increased capacity

* Hitless PoE failover between both Ethernet ports
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Aruba 330 Series Access Points—The Aruba 330 Series is a high-performance AP and supports HPE Smart
Rate uplink, so it can use the full performance of 1.7 Gbps in 5-GHz band and 600Mbps in 2.4-GHz band
for a combined bandwidth of 2.3 Gbps. This model is ideal for organizations that require high density and
next-generation performance for auditoriums, high-density office environments, or public venues.

* Antenna polarization diversity for optimized RF performance
* HPE Smart Rate and Gigabit Ethernet uplink ports with LACP support for increased capacity

* Hitless PoE failover between both Ethernet ports

Aruba 310 Series Access Points—The Aruba 310 Series is a medium-performance AP that supports 1.7 Gbps
in the 5GHz band and 300 Mbps in the 2.4-GHz band with a single Gigabit Ethernet uplink. This model is
ideal for organizations that need to support medium-density environments, such as schools, retail branches,
hotels, and enterprise offices that don't require multi-gigabit performance.

Aruba 300 Series Access Points—The Aruba 300 Series is an entry-level AP that supports 1.3 Gbps in the
5-GHz band and 300 Mbps in the 2.4-GHz band with a single Gigabit Ethernet uplink. This model is ideal for
organizations with medium-density environments, organizations that want the latest technology but don't
need the higher level of performance.
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Deploying the SD-Branch

The Aruba SD-Branch design provides SD-WAN, wired, and wireless connectivity for branch users. The
SD-WAN interconnects the corporate site with the remote-site locations, making it a critical part of the
network. Modern WAN networks require a flexible and scalable design to support mission-critical applications
and real-time multimedia communications from any location on the corporate network. Access to cloud-
based services from each branch location is also critical to the success of keeping the network running as
efficiently as possible.

The SD-Branch design:
* Combines SD-WAN, wireless, and wired infrastructure with cloud-based orchestration
* Provides location-independent network access to improve employee and guest productivity
» Simplifies setup with zero-touch provisioning and plug-and-play branch deployment
* Provides wireless connectivity to hard-to-wire locations, eliminating the need for costly construction

» Simplifies configuring, managing, and operating, by using cloud-based controls

Simple, repeatable designs are easier to deploy, manage, and maintain. This design shows recommended
deployment options and general guidance for which options to use.
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ARUBA CENTRAL

Aruba Central is a cloud-based platform that enables you to configure, manage and monitor your Aruba SD-
Branch network. Designed as a software-as-a-service subscription-based set of applications, Central provides
a standard web-based interface that allows you to work on your network from anywhere. The hierarchical
configurations provide operational efficiency; the monitoring and alerting streamlines day-2 operations, and
the historical data reporting helps with auditing and troubleshooting.

Note The contentin the Deploying the SD-Branch section of this guide is @
based on Aruba Central version 2.5.1.
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Aruba Central Account Home Page

The Aruba Central account home page provides access to the Network Operations application, which is a
dashboard for configuration, monitoring, reporting, and troubleshooting.

The home page also provides access to global settings. In this guide, we use the following global setting areas:

* Key Management

* Device Inventory

* Subscription Assignment

ACCOUNT HOME
Manage your Network Inventory, Subscriptions, and User Access. Use any of the following apps to make Aruba work better
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Aruba Central Network Operations App

The Aruba Central Network Operations app is the main application for configuring, monitoring, reporting,
and troubleshooting your network. You use the navigation bar on the left to change the context of the main
screen. In this guide, we focus on configuration and use the following areas:

* Filter drop-down list—Used to select the devices, groups, sites, or labels that you need to configure or
monitor.

* Devices—Used to manage and configure access points, switches, and gateways.

* Organization—Used to manage groups, sites, and labels.
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Groups are the parent level for a hierarchical network configuration. You use groups to apply common param-
eters to a group of devices.

Sites group all devices into a single location. You use sites to monitor devices, not to configure them.

Labels provide additional user-defined context for monitoring devices. You can assign a single device with up
to five labels.
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SD-BRANCH NETWORK CONFIGURATION OVERVIEW

Figure 27  SD-Branch network configuration
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To configure the SD-Branch network, you need to:

1.

2.

Verify that all devices are listed in the inventory and have licenses assigned to them.

Plan how you want to organize the device groups. We recommend that you keep the number of groups to
a minimum. While a single group can be used to combine gateway, switching, and wireless configurations,
keeping them separated can provide more flexibility for the assignment of configurations to the devices.

. Configure the sites, data center, and remote. Sites represent the physical locations where you have

installed the equipment.

. Configure the VPNC groups and devices. When you implement redundant data centers, use one group per

data center.

. Bring the VPNC devices online. You can perform one-touch provisioning by using a console or you can use

the local GUI to download the device's final configuration from Central.

. Configure the branch device groups. In this guide, we use separate groups for branch gateways, switches,

and APs.

. Assign devices to sites and groups. You can complete this step by using the Install Manager app at the

installation site (not covered in this guide) or you can allow your Central admin to assign them before
installing the equipment.
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8. Configure the branch devices. All branch devices support zero-touch provisioning when you use DHCP-as-
signed IP addresses. If you use static IP addresses, you can implement one-touch provision by using the
GUI or you can use CLI to get the device online and connected to Central.

Note You must assign a group to a device prior to configuring the device.

Figure 28  SD-Branch network deployment examples
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Procedures

Preparing to Deploy the SD-Branch Network
1.1 Add Your Devices to the Device Inventory Manually
1.2 Configure the Device Subscription Keys
1.3 Assign Subscriptions to the Devices Manually

1.4 Define the Device Sites

We recommend that you complete the steps in this section prior to configuring the network devices.

Add Your Devices to the Device Inventory Manually

Aruba Central automatically adds each device you purchase to the device inventory in your Central account.
You also have the option of manually adding a device by using the MAC address and serial number of the
device.
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Step 1: On the Aruba Central Account Home page, select Device Inventory, and then click Add Devices.

A GOTO ACCOUNT HOME

DEVICE INVENTORY

VIEW DEVICES
n

Step 2: In the Add Devices dialog box, enter the serial number and MAC address for each device that you
need to add to the device inventory list, and then click Done.

ADD DEVICES x

JSERIAL NUMBER: JMAC ADDRESS |
SERLA R A ADDR

SERIAL NUMEER MAC ADDRESS

SERIAL BER

MAC ADDRESS

You can also use this page to assign new and offline devices to configuration groups.
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BEEH Configure the Device Subscription Keys

After you have added the devices to the inventory, you need to add subscription keys for the devices so you
can configure and manage them in Aruba Central.

ACCOUNT HOME

Manage your Network Inventery, Subscriptions. and User Access. Use any of the following apps to make Aruba work better for you
[ovusinoum oars it ) [rvaseinon i ave ]

& &

ClearPass Device Insight

Network Opera

GLOBAL SETTINGS

USERS AND ROLES DEVICE INVENTORY

SUBSCRIPTION ASSIGNMENT DATA COLLECTORS ALIDIT TRAIL

SINGLE SIGN ON AP| GATEWAY WEBHOOKS

Step 2: In the Key Management dialog box, enter your subscription key, and then click Add Subscription.

KEY MANAGEMENT

View and manage your subscription keys here. When you order new subscription keys, Aruba sends an email containing the keys to the

address listed on the order.

ENTER YOUR SUBSCRIPTION KEY @

Already received your ARUBA Central subscription key? Add the subscription key to activate your account now!

Note The Key Management page also displays the status and expiration %
dates for existing licenses.
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BEEN Assign Subscriptions to the Devices Manually

After adding your subscription keys, you must assign a subscription to each device for configuration and
management. Central allows you to automatically assign device licenses by using the Auto Subscribe option.

Alternatively, you can manually assign subscription keys to gateways by using the following steps:

Step 1: On the Aruba Central Account Home page, select Subscription Assignment.

Step 2: In the Gateway Subscriptions section, select a gateway.

Step 3: In the Assignment column for the gateway, select a subscription from the drop-down list to assign it
to the gateway.

aruba

M GO TO ACCOUNT HOME

SUBSCRIPTION ASSIGNMENT
DEVICE SUBSCRIPTIONS @

Auto Subscribe OFF

DEVICES (0 TO BE SUBSCRIBED 0 TO BE UNSUBSCRIBED)

O B8 @

GATEWAY SUBSCRIPTIONS

Step 4: Click Go To Account Home.
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Define the Device Sites

Aruba Central uses sites to organize devices by the geographical locations in which you install them.

Step 1: On the Aruba Central Account Home page, launch the Network Operations app.
Step 2: In the filter drop-down list, select All Devices.
Step 3: In the left navigation pane, in the Maintain section, select Organization.

Step 4: On the Sites and Labels tab, click New Site.

a Q of A

MANAGE SITES

CONVERT LABELS TO SITES

UNASSIGNED 8

R
E ORGANIZATION
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Step 5: In the Create New Site dialog box, implement the following settings:

Site Name—New Site

» City—Santa Clara

* County—United States

Zip/Postal Code—95054

Step 6: Click Add.

Aruba Design & Deployment Guide

Street Address—123 Street

State or Province—California

CREATE NEW SITE x

SITE NAME

|NEW Site I

STREET ADDRESS

|123 Streetl

cITy

|Santa Clara |
v

v

ZIP/POSTAL CODE

(95054 )

Add
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Procedures

Configuring the VPNC Group
2.1 Create a New VPNC Group
2.2 Select the Hardware Model of the VPNC Group
2.3 Set the VPNC Group System Time Parameters
2.4  Select a DNS Server for the VPNC Gateway
2.5 Create a Management User Account
2.6  Create VLANSs for Each Ethernet Port
2.7 Assign the VLANSs to the LAN Ports
2.8 Enable Tunnel Orchestrator Peering

2.9 Configure the Overlay Routing

Aruba Central uses a two-level hierarchy for configuration tasks. A device's final configuration is a combina-
tion of the group configuration along with the device-specific configuration. Aruba recommends that you
create groups for devices that have similar deployment parameters and that you use groups for most device
configuration. You configure device-specific configurations, like IP addresses and routing, at the VPNC device
level. Aruba recommends that you fully configure the gateways at the group and device level before connect-
ing to the network to prevent partial configurations from creating connectivity issues .

IEX Create a New VPNC Group

Use this procedure to create a group and assign it to the VPNC group type. Use one group per data center.

Step 1: On the Aruba Central Account Home page, launch the Network Operations app.
Step 2: In the filter drop-down list, select All Devices.

Step 3: In the left navigation pane, in the Maintain section, select Organization.
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Step 4: On the Groups tab, click New Group.

MAMNAGE GROUPS

ki ORGANIZATION

GROUPS

Step 5: In the Create New Group dialog box, implement the following settings:

* Group Name—VPNC-7210
* Switch—Unselect
* Password—password

* Confirm Password—password
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Step 6: Click Add Group.

CREATE NEW GROUP

GROUP NAME

l VPNC-7210 l

Use the group as Template group by selecting the deviceo

|:| IAP AND GATEWAY I SWITCH

Group password settings o

PASSWORD

COMFIRM PASSWORD

Cancel Add Group

Step 7: In filter drop-down list, select the group you created in Step 5.
Step 8: In the left navigation pane, in the Manage section, select Devices.

Step 9: Select the Gateways tab, and then click the gear icon in the upper right corner.

aruba

Q Qa @ H M
Y VPNCT210 ¥
13 crouP @ ACCESS POINTS &3 SWITCHES | St GATEWAYS E il
B8 overview GATEWAYS ¢ o DO

0 0 0
@ DEVICES —_—
L3 CLENTS SATEWAYS & @
F DEVICE NAME woDEL FIRMWARE VERSION urTME 1P ADDRESS

2 GUESTS

[ APPLICATIONS

@ secuRITY

L ALERTS & EVENTS
B AUDIT TRAIL
&, toois

@ REPORTS

@ FIRMWARE
Mo data to display right now
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Step 10: In the Set Group Type dialog box, select VPNC, and then click Save Settings.

SET GROUP TYPE

persona. C
L cannott

For educational purposes, the next step exits the guided setup.

Step 11: Click Cancel, and then click Exit.

EXIT GUIDED SETUP

A Guided Setup will be exited and changes will be lost.
You can re-enter the Guided 5etup at any time to complete it.

T

X3 select the Hardware Model of the VPNC Group

You can have only one VPNC gateway model per group.

Step 1: On the Gateways tab, in the System section, select Model.

Step 2: In the VPNC Model drop-down list, select the hardware model for the VPNC gateway group (example:

A7210).
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Step 3: Click Save Settings.

arubaq a 9@l o

e SELECTED GROUP TYPE =
] IE) ACCESS POINTS | B SWITCHES £ GATEWAYS WPHC = ou [
SYSTEM LAN SDWAN & ROUTING Advanced Mode  Guided Setup
Specity the model o 1 C devt 1
VPNC Madel A7210

] m

IEXEN Set the VPNC Group System Time Parameters

Use this procedure to set the network time protocol (NTP) parameters and time zone to keep the VPNC clocks
synchronized.

Step 1: On the Gateways tab, in the System section, select Time.
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Step 2: In the Public NTP Servers table, click the plus (+) sign to add a public NTP server.

aruvba e a c@n A

¥ VPNCT210 W
" e SELECTED GROUP TYPE
11 GROUP (6] ACCESS POINTS | E3 SWITCHES | 4% GATEWAYS VENC = o 3
BB OVERVIEW SYSTEM LAN SDWAN & ROUTING Advanced Mode  Guided Setup
I DEVICES
Model NS Management User
E4ch branch gatewsy in the group will 3Uamatically obtain Its I using the Network Time Protocol (NTP). ¥ou ¢an either select one or more public NTP service  Show More
B APPLICATIONS Per-fieid heip
@ SECURITY
Public NTP Servers
1P¥4 ADORESSITGON BuRST MODE
0 ALERTS & EVENTS
B AUDIT TRAIL
o daa o dplay
%, TooLs
@ REPORTS
@ FIRMWARE Timezone

Step 3: In the IPv4 Address/FQDN column, enter pool.ntp.org or another NTP server address.

Step 4: Select Burst Mode if this feature is supported by the NTP server. Burst mode provides faster time
synchronization.

Step 5: In the Timezone drop-down list, choose your time zone, and then click Save Settings.

PUBLIC NTP SERVERS r

IPV4 ADDRESS/FQDN BURST MODE

Timezone [ Primary: Etc/GMT-7 (UTC+07:00) ]

Save Settings
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IEXW Select a DNS Server for the VPNC Gateway

You must specify the DNS server(s) that the VPNC gateway uses to communicate to Aruba Central.

Step 1: On the Gateways tab, in the System section, select DNS.

Step 2: Select Specify DNS servers.
Step 3: In the Domain name text box, enter a domain name (example: example.local).

Step 4: In the Public DNS Servers table, click the plus (+) sign to assign a public DNS server. For a virtual
gateway VPNC, leave the default DNS provided by the cloud provider and go to Step 6.

Step 5: In the Provider drop-down list, pick one of the providers listed or select Alternate DNS if the desired
server is not in the list.
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Step 6: Click Save Settings.

[. Specify DNS servers ] Learn DNS configuration from ISP

Domain name example.local
Public DNS Servers

PROVIDER IPV4 ADDRESS

Google - 88888844

X Create a Management User Account

You must have a management user account to use CLI to access the gateways.

Step 1: On the Gateways tab, in the System section, select Management User.
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Step 2: In the Local management users table, click the plus (+) sign.

arvba

N VRNC-7210 W

S EBSWITCHES R GATEWAYS

LAN SDWAN & ROUTING

To be able ta lotally or remately access the CLI Cansale of the gaeways in Ihe gFup, Y0u MUSE either configure her a loca

AAA authentication »
Local management users
Namt RrOLE PASSWORD

Péadata to display

&)

SELECTED GROUP TYPE
WPNC

Advanced Mode  Guided Setup

| managerment user or enable

Step 3: In the Add Management User table, implement the following settings:

¢ Name—admin

* Password—password

* Retype Password—password

Step 4: Role—Super user role
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Step 5: Click Save.

Note You can add additional users with other roles as needed. These
additional users are optional.

Add management user

Name
Password

Retype Password

Role Super user role ¥

Step 6: Click Save Settings.

Create VLANS for Each Ethernet Port

Step 1: On the Gateways tab, in the LAN section, select VLANSs.




Step 2: In the VLANSs table, click the plus (+) sign.

aruba a A ®E A
Y vPNC.7210 ¥

| B ACCESSPOINTS €3 SWITCHES &R GATEWAYS VPNC

B8 OVERVIEW SYSTEM LAN  SDWAN & ROUTING

1@ DEVICES
b CLIENTS
o 5 E 3

B & 0 po

@

Step 3: In the New VLAN dialog box, implement the following settings:
* Name—GE_ 000
* VLAN ID—100

Step 4: Click Save.

Step 5: Repeat Step 2 - Step 4 for each VPNC port you intend to use.

New VLAN

VLAN ID

Name GE 000

IPV4 ADDRESS

Netmask
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Step 6: Verify the VLAN information in the summary table, and then click Save Settings.

VLANs

VLAN ID
100
101
102
103

NAME

GE_0_0.0
GE0_0_1
GE0.0_2

GE0.03

IPV4 ADDRESS

NETMASK

S

Assign the VLANSs to the LAN Ports

Step 1: On the Gateways tab, in the LAN section, select LAN Ports.

Step 2: In the LAN ports/port channel table, click the plus (+) sign.

aruviba

Y veNCTz10 ¥

SPOINTS  E3 SWITCHES SR GATEWAYS

SYSTEM LAN SOWAN & ROUTING

NAME roRT [

ACCESS VLAN NATIVEVLAN

ALLOWED VLANS

SELECTED GAOUP TYPE
VPNC
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Step 3: In the New LAN port/port channel dialog box, implement the following settings:

* Name—WAN_Uplink1

* Port—GE-0/0/0

e Access VLAN—100:GE_0 0 0

Step 4: Click Save.

Step 5: Repeat Step 2 - Step 4 for each VPNC port you intend to use.

Name

Port

VLAN mode

Access VLAN

New LAN port / portchannel

WAN_Uplink1

Access -

100:GE000 ~

Step 6: Verify the port information in the summary table, and then click Save Settings.

NAME
WAN_Uplink1
'WAN_Uplink2
LAN_Uplink1
LAN_Uplink2

LAN ports/port channel

PORT

GE-0/0/0
GE-0/0/1
GE-0/0/2
GE-0/0/3

MODE

access

access

access

access

ACCESS VLAN NATIVE VLAN
100
101
102
103

ALLOWED VLANS

IEXJ Enable Tunnel Orchestrator Peering

In this procedure, you enable SD-WAN overlay orchestrator peering to automate tunnel establishment.

Step 1: On the Gateways tab, in the SDWAN & Routing section, select SD-WAN Overlay.
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Step 2: Click Overlay Orchestrator Peering, and then click Save Settings.

arubaQ cen a a5 A
Y VPNC-7210 W

ACCESSPOINTS &3 SWITCHES SR GATEWAYS VPNC = Ei

B OVERVIEW SYSTEM LAN  SDWAN & ROUTING Advanced Mode  Guided Set
DEVICES
StaticRoutng  Route Maps
CB CLIENTS
2 GUESTS
PO —

(o) (EE

IEXM Create a New Route Map

(Optional)

Use this procedure to create a route map. You can use this route map to control redistribution of specific
overlay prefixes into OSPF.

Step 1: On the Gateways tab, in the SDWAN & Routing section, select Route Maps.

Step 2: On the Route Maps page, expand Route Maps to display the route maps table.
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Step 3: In the Route maps table, click the plus (+) sign.

arvba a Q@ A

1 SELECTED GROUP TYPE
5 CRSWITCHES (R GATEWAYS VPNC =

LAN SDWAN & ROUTING Advanced Mode  Guided Setup

o

prefix rules which can bee used for in any of the routing

ratocols (OSPF, BGP or overlayl. Show More

| 4 »
@ SECURITY .

> Community List Rules

> Prefix Lists
o A TS
® A
- o a
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N data o display
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Step 4: In the Add/Edit Route map dialog box, implement the desired filters. This example permits all
prefixes:

¢ Name—RM _All
* Sequence number—1

¢ Action—Permit
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Step 5: Click Save.

Add/Edit Route map

Match +
TYPE VALUE

Mo data to display
set ar
TYPE VALUE

Mo data to display

Cancel Save

[EXT Configure the Overlay Routing

Use this procedure to redistribute OSPF routes into the overlay so that branches can reach corporate prefixes.

Note Aruba SD-WAN automatically translates routing costs between the
overlay and data center to ensure symmetry. For more information, see the %
Aruba SD-WAN Orchestrator tech note.

Step 1: On the Gateways tab, in the SDWAN & Routing section, select Overlay Routing.

Step 2: On the Overlay Routing page, expand Redistribution to display the redistribution table.
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Step 3: In the Redistribution table, click the plus (+) sign to create a new redistribution rule.

g o SELECTED GROUP TYPE
IE ACCESSFOINTS | EBSWITCHES R GATEWAYS VPNC = ﬂ

SYSTEM LAN SDWAN & ROUTING Advanced Mode  Guided Setup

Redistribution
REDISTRIBUTION RULES D

souRce PROTOCOL T ROUTE MAP

Mo et to display

* Data Center Aggregate Routes

Step 4: In the Source Protocol drop-down list, select OSPF. Static, connected, and BGP routes are also sup-
ported but not shown in this example.

Step 5: In the Filter drop-down list, select Intra Area, Inter Area, External Type-1, and External Type 2 if all
types of OSPF routes need to be redistributed.

Step 6: In the Route Map drop-down list, select the new route-map you created in Procedure 2.9 (Example:
RM_AII).
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Step 7: Click Save Settings.

v Redistribution

Redistribution rules +
SOURCE PROTOCOL FILTER ROUTE MAP

Inter Area

External Type-1

External Type-2

> Data Center Aggregate Routes

Step 8: On the Gateways tab, in the SDWAN & Routing section, select Overlay Routing.

Step 9: On the Overlay Routing page, expand Data Center Aggregate Routes to display the DC Aggregate
Routes table.

Step 10: Unselect Allow branch to branch. Clear this option to send only the data center summary route and
not send specific prefixes from other branches.

Note If the DC aggregate includes branch prefixes, branch-to-branch will %
communicate over the VPNC hub.

WITCHES @ GATEWAYS

SDWAN & ROUTING

Gverlay Routing
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Step 11: In the DC Aggregate Routes table, click the plus (+) sign to create a new aggregate route. We use
10.0.0.0/8 in this example to represent corporate prefixes.

Step 12: In the IP Address column, enter 10.0.0.0, and then in the Mask column, enter 255.0.0.0.

Step 13: Click Save Settings.

The example in the screenshot below aggregates all OSPF routes into the overlay by using a single 10.0.0.0/8
prefix.

v Data Center Aggregate Routes

Allow branch to branch @

(o)




Procedures

Configuring the VPNC Devices
3.1 Assign a VPNC Device to a Group
3.2 Initiate the VPNC Device Configuration
3.3 Configure the IP Address for the VPNC Device
3.4 Assign a Hostname to the VPNC Device
3.5 Assign IP Addresses to the VLANs
3.6 Configure the WAN Providers
3.7 Configure the Default Route to the Internet
3.8 Configure OSPF Routing to the LAN

3.9 Enable One-Touch Provisioning on the VPNC Device

Repeat this set of procedures for each VPNC.

BEEM Assign a VPNC Device to a Group

In this procedure, you assign the VPNC device(s) to a group. Use one VPNC group per data center.

Step 1: On Aruba Central Account Home page, select Device Inventory.
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Step 2: In the View Devices table, select the VPNC gateways, and then click Assign Group.

M GO TO ACCOUNT HOME

DEVICE INVENTORY

View the devices in your inventory and manually add devices here.

WVIEW DEVICES

Step 3: In the Assign a Group to the Select Device dialog box, select one of the VPNC groups you created in
Procedure 2.1 (example: VPNC-7210).

ASSIGN A GROUP TO THE SELECTED DEVICE

VPNC-7210

Assign Device(s)
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Step 4: Click Assign device(s), and then click OK.

BEEM nitiate the VPNC Device Configuration

Assign Group

Assigned group successfully

Step 1: In the filter drop-down list, select the gateway that you want to configure.

arvba
Y VPNC-7210 vl

| < serne urenusria

@ SECURITY
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NAME

Bandwidth Usage Per Network

I GATEWAYS ONLY (8)

CuEnTs
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£ 10ay
Clients Count
Client Count Per Netwark
Top Clients By Usage
Top IAP Clusters By Clients
T securry

Q REFINE FILTER LISTING

default

default
VPNC-7024
VPNC-7024
VPNC-7210
VPNC-7210
BGW-Dual-R515
BGW-Dual-R515

GATEWAYS ONLY (8)

Aruba7005_12_6E_28
Aruba7005_12_6F_AO
DC1-7024-1

DC1-7024-2
JW744A-00:1A:1E:05:01:28

| JW744A-00:1A:1E:05:01:A0
R515-7005-1
R515-7005-2
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For educational purposes, the next step exits the guided setup.

Step 2: In the guided setup dialog box, click Cancel, and then click EXIT.

QrUbQ entra Guided Setup for VPNC Device JW744A-00:1A:1E:05:01:A0

Systemn This wizard will guide you through the essential steps to configure
the VPNCs in the Device JW744A-00:1A:1E:05:01:A0.

LAN You can exit this wizard at any time by clicking cancel. You will be able to

relaunch the wizard at any time as long as you have not yet completed all the steps.

WAN After completing this initial setup, you can change the settings at any time.

SDWAN & Routing

EXIT GUIDED SETUP

A Guided Setup will be exited and changes will be lost.
You can re-enter the Guided Setup at any time to complete it.

BEEN Configure the IP Address for the VPNC Device

Use this procedure to define the system IP address that the gateway will use for network services.

Step 1: On the Gateway Tab, in the SYSTEM section, select System IP.

Step 2: In the IPV4 Address box, enter the system IP address (example: 10.4.255.3), and then in the Netmask
box, enter 255.255.255.255.
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Step 3: Click Save Settings.

arupba
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BEX Assign a Hostname to the VPNC Device

Step 1: On the Gateways tab, in the SYSTEM section, select Hostname.
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Step 2: In the Hostname box, enter a name (example: DC2-7210-1), and then click Save Settings.

arupba o

Y W744A001ANED.. ¥

DWAN & ROUTING

oo w

BEXER Assign IP Addresses to the VLANS

Step 1: On the Gateway tab, in the LAN section, select VLANS.
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Step 2: In the VLANSs table, select the VLAN you want to update, and then click the pencil icon.

aruba Q

Y WTA4A00NANED.. W

R
88 OVERVIEW SYSTEM LAN WAN | SDWAN & ROUTING
& DEVICE
3 CLIENTS

e ar more LAN VLANS and 1P interfaces to supportinfrastructure and client devices in your br

B APPLICATIONS

[ ALERTS & EVENTS

B) AUDIT TR

Systemip 4087 1042883 25295255265

ranches. Each VLAN wil either be statically or

Step 3: In the VLAN dialog box, implement the following settings:
* IPv4 Address—172.17.1.200
* Netmask—255.255.255.0

Step 4: Click Save.

VLAN - GE_0_0_0{100)

Name GE0 00
VLAN ID
IPV4 ADDRESS 172.17.1.200

Netmask

255.255.255.0

Step 5: Repeat Step 2 - Step 4 for each additional LAN uplink VLANS.
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Step 6: In the VLANS table, verify your changes, and then click Save Settings.

VLANS I
VLAN ID NAME IPV4 ADDRESS NETMASK
100 GE_0.0.0 172.17.1.200 255.255.255.0
101 GE_0.0_1 66.60.164.125 255.255.255.224
102 GE_0.02 10.4.150.1 255.255.255.252
103 GE003 10.4.150.5 255.255.255.252
4087 SystemlP_4087 10.4.255.3 255.255.255.255
Save Settings

BEX Configure the WAN Providers

In this procedure, you configure the WAN uplinks (providers) and map them to the VLANSs.

Step 1: On the Gateways tab, in the WAN section, select WAN Details.

Step 2: In the Uplinks table, click the plus (+) sign.
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Step 3: In the Add/Edit Uplink dialog box, implement the following settings:

* Uplink Name—Turbo
* Interface VLAN ID—VLAN 100

* WAN type—MPLS or Internet

Note If you set WAN type to Internet, you must enter a public IP address

to enable 1:1 NAT translation at the internet firewall. If you set WAN type
to MPLS, the uplink name must match the MPLS providers on the branch
gateways to enable automated tunnel orchestration between gateways.

Step 4: Click Save.

Add/Edit Uplink

Interface VLAN 1D
WAN type MPLS -
Private |P 172.17.1,200

Add/Edit Uplink

Uplink Speedy
Interface VLAN ID VLAN 101
WAN type Internet

Public IP 66.60.164.125
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Step 5: In the Uplinks table, review your changes, and then click Save Settings.

UPLINKS .
LINK TYPE D PUBLIC IP PRIVATE IP

Turbo_MPLS MPLS 100 172.17.1.200

Speedy_ INET INET 101 66.60.164.125 66.60.164.125

Save Settings

Configure the Default Route to the Internet
Step 1: On the Gateways tab, in the SDWAN & Routing section, select Static Routing.

Step 2: In the Default Routes table, click the plus (+) sign to add a default route toward the internet provider.

aruba a

¥ W743A00:1ANED.. W
[——— SELECTED DEVICE TYPE

2 GROUP ACCESS POINTS £ SWITCHES  {h GATEWAYS VPN = @
B OVERVIEW SYSTEM LAN WAN SDWAN & ROUTING ded Sel
& DEVICES

SO-WAN Overlay Route Maps.
L8 CLIENTS

i Configure defaut and static routes that apply to il Branch Gateways i this group. Shaw Mare

BEFAULT ROUTES D

uuuuu
Q ALER
B AUDITT

o dta

%, TOC
[@ REPORT
OF sTATIC ROUTES

oEsTINATION 1P BESTINATION MasK e HEXT HOP cost

Step 3: In Next Hop column, enter the default gateway (example: 66.60.164.97).
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Step 4: In the Cost column, enter 1.

DEFAULT ROUTES +
NEXT HOP COST
66.60.164.97 1 |

Step 5: Click Save Settings.

BEXM Configure OSPF Routing to the LAN

Step 1: On the Gateways tab, in the SDWAN & Routing section, select OSPF.

aruba a a @m A
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Step 2: Under General, click the Enable OSPF slider.

Step 3: In the Router ID box, select the System ID interface for OSPF Router ID (example: 10.4.255.3).
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Step 4: In the Area ID box, define the OSPF area (example: 0.0.0.0).

Step 5: Click Save Settings.

+ General

Enable OSPF @

Default originate

Router ID [ 10.4.255.3 ] X

Area ID l 0.0.0.0 I

Step 6: Repeat these steps, if necessary.

Step 7: On the OSPF page, expand Interface.

Step 8: In the VLANS table, click the plus (+) sign.

> General
v [interface]
VLANS

vLAN AREAID cosT HELLO INTERVAL

N data o display

> Redistribution

Step 9: Enable OSPF on each of the LAN uplinks and System IP interfaces, define area ID, and adjust the OSPF
metrics, if desired, and then click Save Settings.

VLANS

VLAN AREA ID cosT HELLO INTERVAL
GE_0.0_2 102 (10.4.150.1) 0.0.0.0 1 10

GE_0_0_3 103 (10.4.150.5) 0.0.0.0 1 10

SystemIP_4087 4087 (10.4.25..  0.0.0.0 1 10
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Step 10: Expand Redistribution.
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Step 11: In the Redistribution Rules table, click the plus (+) sign.
Step 12: In Source Protocol drop-down list, select SDWAN Overlay.
Step 13: For Route Type, select E1 using the drop-down.

Step 14: In the Route Map drop-down list, select none or the route map you created at the group level in
optional Procedure 2.9 (example: rm_all).

REDISTRIBUTION RULES +
SOURCE PROTOCOL FILTER ROUTE TYPE ROUTE MAP cost
[ SDWAN Overlay E1 rm_all 1 ]

Step 15: Click Save Settings.
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BEXN Enable One-Touch Provisioning on the VPNC Device

Use this procedure to connect the VPNC device to the network and execute an initial script to enable one-

touch provisioning.

Step 1: Using the VPNC console port and the settings below for your terminal software, select the static-acti-
vate option from the menu to enable one-touch provisioning by using a static IP address.

* Baud rate—9600
* Data bits—8

* Parity—None

* Stop bits—1

¢ Flow control—None

Auto-provisioning is in progress. It requires DHCP and Activate servers
Choose one of the following options to override or debug auto—provisioning...

'enable—debug”’ Enable auto-prowv oning debug logs

'disable—debug" Disable auto-provisioning debug logs

'mini-setup" Start mini setup dialog. Provides minimal customization and requires DHCP
server

'full-setup"’ Start full setup dialog. Provides full customization

'static—activate’ Provides customization for static or PPPOE ip assigmment. Uses activate for

master information

Enter Option (partial string is acceptable): static-activate
Controller VLAN ID [1]:] 101 |
Uplink
Uplink mode (access|trunk) [access]:
- Uplink IP assignment method (static|pppoe)
Uplink Static IP address [192.168.1.1]:
- Uplink Static IP netmask [
- IP default gateway [no
DNS IP address [none]:
Do you wish to configure IPVE address on wvlan (yes|no) [yes]:
Do u want to disable spanning tree (yes|no)? [no]:
Do you want to configure dynamic port-channel (yes|no) [no]:

Current choices are:

Controller VLAN id: 101
port: GE 0/0/1
port mode: access
Vlan IP assignment method: static
static IP Address: 66.60.164.

static IP net-mask
IP default gateway: 66.60.164.
: Server to resolve FQDN: 8.8.8.8
to configure VLAN interface IPVé address: no

Spanning—tree is disabled: no

Do you wish to accept the changes (yes|no)

Aruba Design & Deployment Guide 91



Procedures

Configuring the Branch Gateway Group—One Branch Gateway per Branch

4.1

4.2

4.3

4.4

4.5

4.6

4.7

4.8

4.9

4.10

411

412

413

414

Create a New Branch Gateway Group

Create the System IP Address Pool for the Branch Gateway Group
Select the Hardware Model of the Gateway Group

Select the Branch Gateway Group Time Zone

Configure the DNS Servers for the Branch Gateway Group
Create a Management User Account for the Branch Gateways
Configure VLANS for the Branch Network Devices and Users
Configure the LAN Ports for the Branch Gateway

Configure WAN Health Checks

Configure the WAN Load Balancing Algorithm

Define the WAN Service Providers

Specify the SD-WAN Data Center Preferences

Configure the SD-WAN Overlay Routing

Configure Role-Based Policies for the Branch Gateways

Create a New Branch Gateway Group

In this procedure, you create a branch gateway group and assign a branch gateway group type to the group.

Step 1: In filter drop-down list, select All Devices, and then in the left navigation bar, under maintain, select
ORGANIZATION.
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Step 2: Select the Groups tab, and then click New Group.

a

& ORGANIZATION

GROUPS

MANAGE GROUPS

ALLCONNECTED DEVI. | 19
UNASSIGNED DEVICES  ©

Step 3: In the Create New Group dialog box, implement the following settings:

* Group Name—BGW-7005

¢ Switch—Unselect

* Password—password

* Confirm Password—password
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Step 4: Click Add Group.

CREATE NEW GROUP :

GROUP NAME
BGW-7005

Use the group as Template group by selecting the device o

D IAP AND GATEWAY DSWITCH

Group password settings o

Note If you intend to use the Install Manager App, assign the group to the
sites at this point.

&

Step 5: In the filter drop-down list, select BGW-7005.

Step 6: In the left navigation pane, in the Manage section, click Devices.




Step 7: Select the Gateways tab, and then click the gear icon in top right.

@ accessPoINTS | ©2 SWITCHES S GATEWAYS

GATEWAYS

GATEWAYS
7 DEVICE NAME MODEL FIRMWARE VERSION uPTIME 1P ADDRESS

o data to display right now

Step 8: In the Set Group Type dialog box, select Branch Gateway, and then click Save Settings.

SET GROUP TYPE

©

l Cancel Save Settings

For educational purposes, the next step exits the guided setup.
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Step 9: In the Guided Setup dialog box, click Cancel, and then click Exit.

aruba cen Guided Setup for Branch Gateway Group BGW-7005

System This wizard will guide you through the essential steps to configure

the branch gateways in the Group BGW-7005.

LAN You can exit this wizard at any time by clicking cancel. You will be able to
relaunch the wizard at any time as long as you have nat yet completed all the steps.
WAN After completing this initial setup, you can change the settings at any time

SDWAN & Routing

Palicies m

EXIT GUIDED SETUP

A Guided Setup will be exited and changes will be lost.
‘You can re-enter the Guided Setup at any time to complete it.

% (Create the System IP Address Pool for the Branch Gateway Group

Use this procedure to define the system IP address pool that the gateway will use for network services.

Step 1: On the Gateways tab, in the System section, select System IP.

aruba a Al s B

¥ Bow.00s ¥

e SELECTED GRouP TPt ==
POINTS D SWITCHES @ GATEWAYS Branch Gateway = oo =y

LAN WAN | SOWAN K ROUTING | POLICIES Advanced Mode  Guided Setup

88 oveRvIEw

(@ pevices . .
B CUEN]

Configueation appreach Define system 1P address pocl (@) Specify static I addresses later

E) REPORTS

@ FIRMWARE
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Step 2: Select Define system IP address pool.
Step 3: In Assign the Start IP address box, enter 10.8.255.1.

Step 4: In the End IP address box, enter 10.8.255.20, and then click Save Settings.

Note The system IP address is used for gateway management and needs to @
be in a routable space.

Configuration approach [. Define system IP address pool ] Specify static IP addresses later
Start IP address

End IP address

Gateway pool size 20 Gateways

WVian 4087 .

Step 5: In the Warning dialog box, click Yes. When you move the gateways to a group, the gateways need to
reboot to complete the group configuration.

Warning

Gateway will be rebooted on saving changes. Do you want to proceed?

IZEN select the Hardware Model of the Gateway Group

You can have only one gateway model per branch in the gateway group.

Step 1: On the Gateways tab, in the System section, select Model.

Step 2: In the Model drop-down list, select the hardware model for the branch gateway(s) in the group
(example: A7005).
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Step 3: Click Save Settings.

aruba a

Y ecw-7005 ¥
4‘:@41 I3 ACCESS POINTS  E3 SWITCHES | & GATEWAYS

BB OVERVIEW SYSTEM LAN WAN SDWAN & ROUTING POLICIES
l B DEVICES

SIRECTED GROUP TrPL =
Branch Gateway = ﬁ

(=) (e

Select the Branch Gateway Group Time Zone

Use this procedure to set the NTP parameters and time zone to keep the branch gateway clocks synchronized.

Step 1: On the Gateways tab, in the System section, select Time.
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Step 2: In the Public NTP Servers table, click the plus (+) sign to add a public NTP server.

arvba

%, TOOLS

@) REPORTS

@ FIRMWARE

Each beanch gateway in the group will automatically abtain it

Public NTP Servers
1PVA ADDRESS/FQON mURST MODE
o ata ta csplay
Timezane

Y BGw-7005 ¥
(6 ACCESSPOINTS | 3 SWITCHES | 4 GATEWAYS
BE OvERVIEW SYSTEM LAN WAN SDWAN & ROUTING = POLICIES
@ DEVICES
System 1P Mode! Time | ous

uging the Networi Time Pratoccl (NT

O

a @i
SELECTED GROUP TYPE
Branch Gateway = Ez
Advanced Mode  Guided Setup

P1. ¥au can either select ane or mane public NTP senvice providers (for  Show Mare

Step 3: In the IPv4 Address/FQDN column, enter pool.ntp.org or another NTP server address.

Step 4: Select Burst Mode if this feature is supported by the NTP server. Burst mode provides faster time

synchronization.

Step 5: In the Timezone drop-down list, choose your timezone, and then click Save Settings.

Public NTP Servers

IPV4 ADDRESS/FQDN

pool.ntp.org

Timezone

BURST MODE

[ Choose atimezone

(o) D
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I Configure the DNS Servers for the Branch Gateway Group

You must specify the DNS server(s) that the gateway uses to communicate to Aruba Central.

Step 1: On the Gateways tab, in the System section, select DNS.

aruba e a a @m f
¥ BGw-7005 ¥

[ ACCESS POINTS | £3 SWITCHES | SR GATEWAYS sttt = i
B8 QvERVIEW SYSTEM LAN WAN | SDWAN & ROUTING | POLICIES

| © o (.
Lo CLIENTS
- 5 Ech branch gatemay in the group re .

quines Domain Name Systen (BHS) configuration to be sble ta suzcessfully resobee FQBS and be able communicate with cloud sendtes.  Show More

Step 2: Click Specify DNS servers.

Step 3: In the Domain name text box, enter a domain name (example: example.local).

Step 4: In the Public DNS Servers table, click the plus (+) sign.

Step 5: In the Provider drop-down list, select one of the providers listed or manually configure the desired
DNS server(s). This server needs to be reachable when the device comes up for connectivity to Central.
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Step 6: Click Save Settings.

[. Specify DNS servers ] Learn DNS configuration from ISP

Domain name example.local
Public DNS Servers

PROVIDER IPV4 ADDRESS

X Create a Management User Account for the Branch Gateways

You must have a management user account to use CLI to access the gateways.

Step 1: On the Gateways tab, in the System section, select Management User.
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Step 2: In the Local Management Users table, click the plus (+) sign.

aruvba
% BGwW-7005 ¥

1 GROUP

BB overview
2 DEVICES

@ SECURITY

@ ALERTS & EVENTS
B} AUDIT TRAIL

4, ToOLS

[ REPORTS

@ FIRMWARE

HES G GATEWAYS

WAN

SDWAN & ROUTING ~ POLICIES

AAA authentication B

Local management users

oLt

ot ta oy

passwORD

e @H &
SELECTED GROUR TYPE =
Branch Gateway = C]

advanced Mode  Guitied Setup

Step 3: In the Add Management User dialog box, implement the following settings:

¢ Name—admin

* Password—password

* Retype Password—password

Role—Super user role
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Step 4: Click Save.

Note You can add additional users with other roles as needed. These %
additional users are optional.

Add management user

Name admin

Password

Retype Password

Role Super userrole ¥

Save

Step 5: Click Save Settings.

Configure VLANSs for the Branch Network Devices and Users

In this procedure, you define the VLANSs for the branch network devices and users as well as assign subnets at
the device level.

Step 1: On the Gateways tab, in the LAN section, select VLANS.

Step 2: Select IP DHCP server.
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Step 3: In the VLANSs table, click the plus (+) sign.

In this example, we create VLAN 1 for management. VLAN 1 is recommended for plug and play of the switches
and APs in the branch.

aruvba a Q9 DE A

Y BGw-7005 W

— SELECTED GROUP TwPE -
SWITCHES () GATEWAYS Branch Gateway =

WAN SDWAN & ROUTING  POLICIES

sTaTc EYNAMEC DHCP POGL DHEP RELAY

Step 4: In the New VLAN dialog box, implement the following settings:

* Name—Management
* VLAN ID—1

* |IP addressing mode—Static
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Step 5: Click Save.

Step 6: Repeat Step 3 - Step 5 for each additional user VLAN. For example, an Employee VLAN.

Step 7: Click Save Settings.

New VLAN

Mame

VLAN ID

IP addressing mode

IPV4 ADDRESS

Metmask

Act as DHCP server

Enable DHCP relay

Management

VLANs

VLAN ID
4087
1

20

NAME
System|P_4087
Management

Employee

STATIC

DYNAMIC DHCP POOL

DHCP RELAY
Disabled
Disabled

Disabled

IZEJ Configure the LAN Ports for the Branch Gateway

Assign the LAN ports that the downstream switches use and permit the user and management VLANSs.

Step 1: On the Gateways tab, in the LAN section, select LAN Ports.
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Step 2: In the LAN ports/port channel table, click the plus (+) sign.

aruvba a o om A
Y BGW-.7005 ¥

o] SELECTED GROUP TPE
ACCESS POINTS BB SWITCHES | S GATEWAYS Branch Gateway Bl a

SYSTEM LAN WAN SOWAN & ROUTING  POLICIES Advanced Mode  Guided Setup

[ ronr [ AccEss AN NATIVEVLAN ALLOWED YLANS

Step 3: In the New LAN port/port channel dialog box, enter a name for the new port (example: LAN).

Step 4: In the Port drop-down list, select a physical port on the gateway (example: GE-0/0/0).

Step 5: In the VLAN mode drop-down list, select Trunk.

Step 6: In the Native VLAN drop-down list, select the management VLAN you created in Procedure 4.7
(example: 1 : Management).

Step 7: In the Allowed VLAN box, enter the VLAN IDs for the VLANSs allowed towards LAN, and then click Save.
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Step 8: Repeat Step 2 - Step 7 for each additional LAN port that you need to configure.

New LAN port / portchannel

Name

Port

VLAN mode o0

Native VLAN 0000

Allowed VLAN 00000

(e J

| Ge-0/0/0 ~|

[ Trunk A ]

[ 1:Management ¥ ]

[1.20 |

Step 9: Click Save Settings.

XM Configure WAN Health Checks

For more information, see Enabling WAN Health Check Probes.



http://arubadocs.com/fw/620a-link2

Step 1: On the Gateways tab, in the WAN section, select Health Checks.

aruba Q
Y BGwW-7005 ¥

sy SELECTED GROUP TYPL
IE) ACCESS POINTS €3 SWITCHES | S8 GATEWAYS Branch Gateway

SYSTEM LAN WAN SDWAN & ROUTING  POLICIES

Advanced Mode  Guic

and measure WAN path perfonmance. The responses (o these heaith check probes are used by

Eable heakh checks -
Mealth check destination -
Health check probe mode Ping =

Step 2: In the Health check destination drop-down list, select Aruba cloud.

Step 3: Click Save Settings.

Health Checks Load Balancing WAN Details

IP health checks are used by the gateways to determine WAN path availability and measurg

Per-field help

Enable health checks a)
Health check destination Aruba cloud v
Health check probe mode Ping M

—
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XL Configure the WAN Load Balancing Algorithm

Step 1: On the Gateways tab, in the WAN section, select Load Balancing.

Step 2: In Load balancing mode list, select Uplink utilization, and then click Save Settings.

aruvba Q Q @&

Y Bow-7005 ¥

e —— SELECTED GROUP TYPE =
11 GROUP ACCESS POINTS 3 SWITCHES | 6t GATEWAYS Branch Gateway = o S
BR OvERVIEW SYSTEM LAN WaN SDWAN & ROUTING  POLICIES Advanced Mode  Guided Setup
@ DEVICES
h Check Load Balancing /AN Detal
[ wiys support three different loa-balancing algorithms to influence how ogoing iraffic s farwar y

IZXEM Define the WAN Service Providers

In this example, we use a single gateway with dual internet connections.

Step 1: On the Gateways tab, in the WAN section, select WAN Details.
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Step 2: In the WAN Uplinks/Ports table, click the plus (+) sign.

aruba

Q
B3 SWITCHES B GATEWAYS
SYSTEM AN WAN SDWAN & ROUTING  POLICIES
Each w o an s ase
Enable HA deplogment
WAN Uplinks | Ports
urLINg e PORT  WLANI  ADDRISS spun

M ata 1 Oy

SELECTED GROUS TVPE
Branch Gateway

Mar fre
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Step 3: In the Add/Edit wan port dialog box, implement the following settings:

Uplink—ISP-1
WAN—Internet

WAN speed—200

Port—GE-0/0/3

Add/Edit wan port

WAN CONNECTION

i

WAN type Internet i

N spees G Juoss
Source NAT =3

Use as backup O

IP addressing method DHCP -

@ O ouruplnks it OHCP 1P adresig method

WAN PORT ASSIGNMENT
-

Secure with ACL =

Add/Edit wan port

WAN CONNECTION

o

WAN type Internet -

W spees oo Jus
Source MAT El

Use as backup D

IP addressing method DHCP -

G} cﬂﬂ%&r ﬁmwnh DHCP IP addressing method

WARN PORT ASSIGNMENT
ror

Secure with ACL >




Step 4: Click Save.

Step 5: Repeat Step 2 - Step 4 for each dual uplink.

WAN Uplinks / Ports +

UPLINK TYPE PORT VLAN ID ADDRESS SPEED NAT BACKUP

isp-2_inet INET GE-0/0/2 4085 DHCP 100 Mbps Enabled Disabled

isp-1_inet INET GE-0/0/3 4086 DHCP 200 Mbps Enabled Disabled

PN Specify the SD-WAN Data Center Preferences

Use this procedure to assign the data center preferences for route orchestration toward the VPN
concentrators.

Step 1: On the Gateways tab, in the SDWAN & Routing section, select DC Preferences.

Step 2: In the DC Preference table, click the plus (+) sign to add a VPNC hub group.

arvba a @ @x -
Y BGW-7005 ¥

SELECTED GROUP TYPE

POINTS  E3 SWITCHES | £ GATEWAYS Branch Gateway =

LAN WAN SDWAN & ROUTING  POLICIES Advanced Mode  Guided Sewp

Giverlay Orchestrator Peering : Dissbled

LERTS & EVENTS
 wion E— Q)
.

HUE GROUR PRIMARY VPNE SECONDARY VPNC

Mo data oo cinpiay

Step 3: In the Hub Group drop-down list, select a VPNC group for the preferred data center (example:
VPNC-7210).
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Step 4: In the Primary VPNC drop-down list, select the primary VPNC.
Step 5: In the Secondary VPNC drop-down list, select the secondary VPNC.
Step 6: Repeat Step 2 - Step 5 if a secondary data center is used.

Step 7: Click Save Settings.

DC Preference Static Routing Overlay Routing

If your deployment includes VPN Concentrators (VPNCs) deployed in one or mare hub sites, your branch gateways can be configured to create

Per-field help

Overlay Orchestrator Peering : Disabled

DC Preference =+
HUB GROUP PRIMARY VPNC SECONDARY VPNC
)

Aruba Central automatically enables overlay orchestrator peering after you click Save Settings.

DC Preference 2
HUB GROUP PRIMARY VPNC SECONDARY VPNC

VWPNC-7210 DC2-7210-1 [00:1a:1e:05:01:a0] DC2-7210-2 [00:1a:1e:05:01:28]

Y OWPNC-7024 DC1-7024-1 [00:0b:86:bb:bb:a¥) DC1-7024-2 [00:0b:86:bb:ff:a7)

IZXEN Configure the SD-WAN Overlay Routing

You should redistribute branch subnets in the VPN overlay to enable the dynamic routing functionality at the

headend site.
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Step 1: On the Gateways tab, in the SDWAN & Routing section, select Overlay Routing.

aruba a Q@ o

Y BGW-7005 ¥
L mmm— sHecTERGROURTY LI e
WTCHES | R GATEWAYS Branch Gateway = W
WAN SDWAN & ROUTING  POLICIES Advanced Mode  Guided Setup
ting Overlay Routing

Step 2: In the Redistribute connected vlans box, select all of the user VLANs and system IP VLAN for overlay
redistribution.

Step 3: Click Save Settings.

DC Preference Static Routing Overlay Routing

[[mni x][mnmx][mnmvx]]

Redistribute connected vlans

Redistribute static route

Cancel m

XYW Configure Role-Based Policies for the Branch Gateways

Use this procedure to define the policies for user VLANSs to allow network access.
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Step 1: On the Gateways tab, in the Policies section, select Roles.

Step 2: In the Role assignment table, click the plus (+) sign.

— SELECTED GAOUP TYPE
ACCESS POINTS | €3 swiTcHes HACISATRWATS Branch Gateway E o E
C W SYSTEM LAN WAN SDWAN & ROUTING POLICIES Advanced Mode  Guided Setup
-
I DEVICES
Applications DS qos
Lh CUENTS
£ GUBSTS EaCh Usar 02 evece CORNECLEd 1 The Branch network will ypically ba 35SCELLE W 3 LSBT role, ONCe e Fole has bean 235ignec. i Can b Used Inrafic and security palices Show Mor

Roles + Role assignment B

@ SECURITY
apicie wan wame AuTHINTIGATION Roue

R ALENTS £ v suthersined

B AuOIT TRAI PrAr—

St g e
4, TOOLS

e
@ RePORTS pvestiogon

@ FIRMWARE

Step 3: In the Role assignment dialog box, implement the following settings:

* VLAN ID—Management (1)
e |nitial Role—authenticated

* Authentication—Disable this option

Step 4: Click Save.

Role assignment

o

Authentication @
=
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Step 5: Repeat Step 2 - Step 4 for all of the user VLANs (example: Employee).

ROLE ASSIGNMENT +
VLAN NAME AUTHENTICATION ROLE

1 Management Disabled authenticated

20 Employee Disabled authenticated

Procedures

Configuring a Branch Gateway Device—One Branch Gateway per Branch
5.1 Assign a Device to a Branch Gateway Group
5.2 Initiate the Branch Gateway Device Configuration
5.3 Assign a Hostname to the Branch Gateway Device

5.4  Assign IP Addresses to the VLANs

BEE Assign a Device to a Branch Gateway Group

Use this procedure to assign a device to a branch gateway group to inherit global configurations.

Step 1: On the Aruba Central Account Home page, select Device Inventory.
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Step 2: In the View Devices table, select a branch gateway, and then click Assign Group.

M GO TO ACCOUNT HOME

DEVICE INVENTORY

View the d

VIEW DEVICES
MM, JA7 MACA

wentory and manually add devices here.

Step 3: In the Assign a Group to the Select Device dialog box, select the Branch Gateway group you created
in Procedure 4.1 (example: BGW-7005).
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ASSIGN A GROUP TO THE SELECTED DEVICE

Assign Device(s)
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Step 4: Click Assign device(s), and then click OK.

Assign Group

Assigned group successfully

BEEH nitiate the Branch Gateway Device Configuration

Step 1: On the Aruba Central Account Home page, launch the Network Operations app.

Step 2: In the filter drop-down list, select the branch gateway group you created in Procedure 4.1 (example:

BGW-7005).

Step 3: In the left navigation pane, in the Manage section, select Devices, and then click the Gateways tab.

Step 4: In the Gateways table, select the device you intend to configure.

nnnnnn

Q

For educational purposes, the next step exits the guided setup.
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Step 5: In the Guided Setup dialog box, click Cancel, and then click Exit.

aruvbaQ centra

System

LAN

WAN

SDWAN & Routing

Redundancy

Guided Setup for Branch Gateway Device

This wizard will guide you through the essential steps to configure

the branch gateways in the Device .

You can exit this wizard at any time by clicking cancel. You will be able to

relaunch the wizard at any time as long as you have not yet completed all the steps.

After completing this initial setup, you can change the settings at any time,

= o

EXIT GUIDED SETUP

A Guided Setup will be exited and changes will be lost.
You can re-enter the Guided Setup at any time to complete it.

BEEN  Assign a Hostname to the Branch Gateway Device

Step 1: On the Gateway tab, in the System section, select Hostname.
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Step 2: In the Hostname box, enter a name (example: RS11-7005-1), and then click Save Settings.

arvba Q
Y BGW.7005 ¥ JWB34A-20:4C03:12:6FAD X

ATEWAY | 15 Gatewar

SYSTEM LAN WAN SDWAN & ROUTING = REDUNDANCY

Hostname RE11-7005-1

SELECTED DEVICE TYPE
Branch Gateway

5]

Advanced Mode  Guided Setup

BEXM Assign IP Addresses to the VLANSs

In this procedure, you assign IP addresses, and define the DHCP scope, for the management and user VLANS.

Step 1: On the Gateway tab, in the LAN section, select VLANS.
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Step 2: In the VLANS table, select the Management VLAN, and then click the pencil icon.

aruba
Y BGW.7005 ¥

JWE3AA-20:4C03:11 26FA0 X

{5 caTEWAY

SYSTEM

LAN WAN

SDWAN & ROUTING

REDUNDANCY

sTaTIc

DYMAMIC BHCP POOL

DHCP RILAY
Disabled
Disabied
Disabled
Dinabled

Dnabied

SELECTED DEVICE TYPE
Branch Gateway

Z]
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Step 3: In the VLAN - Management dialog box, implement the following settings:

¢ |PV4 Address—10.8.40.1

* Netmask—255.255.255.0

* Act as DHCP server—Enable this option

¢ Default router—10.8.40.1

* Domain name—example.local

* DNS server type—Public DNS Server

* DNS Service Provider—Google

Step 4: Click Save.

VLAN - Management{1)

Name

VLAN ID

IP addressing mode

IPV4 ADDRESS

Netmask

Act as DHCP server

Netwaork

HNetmask

Default router

Domain name

DNS server type

DNS Service Provider

Enable DHCP relay

Statle -

10.8.40.1

255.255.255.0

"l

10.840.0
255.255.255.0
10.8.40.1

example.local

Public DMS Servi =

Google

E ‘

Step 5: Repeat Step 2 - Step 4 for any additional VLANs (example: Employee).

VLANS

VLAN ID
1

20

4085
4086
4087

NAME STATIC
Management 10.8.40.1 7 24
Emplayee 108411724
Vian_4085

Wlan_408&

SystemIP_4087

DYNAMIC DHCP POOL

DHCP RELAY
Disabled
Disabled
Disabled
Disabled

Disabled
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Procedures

Configuring the Branch Gateway Group for High Availability—Two Branch Gateways Per Branch

6.1

6.2

6.3

6.4

6.5

6.6

6.7

6.8

6.9

6.10

6.11

6.12

6.13

6.14

Create a New Branch Gateway Group

Create the System IP Address Pool for the Branch Gateway Group
Select the Hardware Model of the Gateway Group

Select the Branch Gateway Group Time Zone

Configure the DNS Servers for the Branch Gateway Group
Create a Management User Account for the Branch Gateways
Configure VLANS for the Branch Network Devices and Users
Configure the LAN Ports for the Branch Gateway

Configure WAN Health Checks

Configure the WAN Load Balancing Algorithm

Configure the WAN Service Providers

Specify the SD-WAN Data Center Preferences

Configure the SD-WAN Overlay Routing

Configure Role-Based Policies for the Branch Gateways

In this set of procedures, we configure a branch gateway group that can be used for sites that include two
branch gateways for high availability.

I Create a New Branch Gateway Group

In this procedure, you create a branch gateway group and assign a type to the branch gateway group.

Step 1: In filter drop-down list, select All devices, and then in the left navigation pane, select Organization.
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Step 2: On the Groups tab, click New Group.

a & @i A

GROUPS

MANAGE GROUPS

ALL CONNECTED DEVIC... | 18
UNASSIGNED DEVICES o

& ORGANIZATION

Step 3: In the Create New group dialog box, implement the following settings:

* Group Name—BGW-7005-HA
* Switch—Unselect this option
* Password—password

* Confirm Password—password
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Step 4: Click Add Group.

CREATE NEW GROUP :

GROUP NAME

[BGwW. 7005 FiA]

‘Use the group as Template group by sel '_thedwlcao

D AP AND GATEWAY DSWITCH

Group password settings o

Note If you intend to use the Install Manager App, assign the group to the
sites at this point.

Step 5: In the filter drop-down list, select BGW-7005-HA.

Step 6: In the left navigation pane, in the Manage section, select Devices.




Step 7: Select the Gateways tab, and then click the gear icon in top right.

B & ACCESS POINTS | €3 SWITCHES | GATEWAYS

GATEWAYS e
0 o o
.
GATEWAYS

7 DEVICE NAME MODEL

Qi ALERTS & EVENTS
B AUDIT TRAIL

% TOOLS

B REPOF

@ FRf

a

Mo data to display right now

uPTIME 1P ADDRESS

Step 8: In the Set Group Type dialog box, select Branch Gateway, and then click Save Settings.

SET GROUP TYPE

e

1
l Cancel | Save Settings
3}

For educational purposes, the next step exits the guided setup.
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Step 9: In the Guided Setup dialog box, click Cancel, and then click Exit.

aruba cenra Guided Setup for Branch Gateway Group BGW-7005-HA

System This wizard will guide you through the essential steps to configure

the branch gateways in the Group BGW-7005-HA

LAN You can exit this wizard at any time by clicking cancel, You will be able to

relaunch the wizard at any time as long as you have not yet completed all the steps.

WAN After completing this initial setup. you can change the settings at any time,

SOWAN & Routing

palkes =N

EXIT GUIDED SETUP

A Guided Setup will be exited and changes will be lost.
You can re-enter the Guided Setup at any time to complete it.

I Create the System IP Address Pool for the Branch Gateway Group

Use this procedure to define the system IP address pool that the gateway will use for network services.

Step 1: On the Gateways tab, in the System section, select System IP.

Step 2: Select Define system IP address pool.

aruba

Y BGW-T00S-HA ¥

88 oveRVIEW
DEVICES
LD CLENTS
= GUESTS

Q@ SECURITY

TIONS

%, TOOLS

@ REPORTS

e = P SELECTED GROUP TYPE
&) ACCESS FOINTS | 3 SWITCHES | B GATEWAYS Branch Gateway

SYSTEM LAN WAN | SDWAN &ROUTING  POLICIES

System 1P T ous Mansgemant Use

Eac e 1 dress that is used by the gateway t0 Communicate with petwork services such 33 VPN, RADIUS, syslog, TAEACS, and
Configuration approach Define system 1P acdress pocl (8 Specify static P addresses later

ity the
v fo

Bulk configuration upload feature.
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Step 3: In the Start IP address box, enter 10.8.255.21.

Step 4: In the End IP address box, enter 10.8.255.60, and then click Save Settings.

Configuration approach @) Define system IP address pool Specify static IP addresses later
St adrss

End IP address 10.8.255.60

Gateway pool size 40 Gateways

Vian 4087

Step 5: In the Warning dialog box, click Yes. When you move gateways to a group, the gateways need to
reboot to complete the group configuration.

Warning

Gateway will be rebooted on saving changes. Do you want to proceed?

IEEN Sselect the Hardware Model of the Gateway Group

You can have only one gateway model per branch in the gateway group.

Step 1: On the Gateways tab, in the System section, select Model.

Step 2: In the Model drop-down list, select the hardware model for the branch gateway(s) in the group
(example: A7005).
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Step 3: Click Save Settings.

arvba a a @5
Y BGW-7005-HA ¥

=gy SELECTED GROUP TPE
{8 ACCESS POINTS | B3 SWITCHES | SR GATEWAYS Branch Gatew, =
¥y

BE OvERVIEW sYsTEM Lan WAN | SDWAN & ROUTING | POLICIES Advanced Mode Guided Setup
-

I Select the Branch Gateway Group Time Zone

Use this procedure to set the NTP parameters and time zone to keep the branch gateway clocks synchronized.

Step 1: On the Gateways tab, in the System section, select Time.
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Step 2: In the Public NTP Servers table, click the plus (+) sign to add a public NTP server.

arvba

%, TOOLS

@) REPORTS

@ FIRMWARE

Each beanch gateway in the group will automatically abtain it

Public NTP Servers
1PVA ADDRESS/FQON mURST MODE
o ata ta csplay
Timezane

Y BGW-7005-HA W
(6 ACCESSPOINTS | 3 SWITCHES | 4 GATEWAYS
BE OvERVIEW SYSTEM LAN WAN SDWAN & ROUTING = POLICIES
@ DEVICES
System P Mode! Time | 0w

uging the Networi Time Pratoccl (NT

[

a @i
SELECTED GROUP TYPE
Branch Gateway = Ez
Advanced Mode  Guided Setup

P1. ¥au can either select ane or mane public NTP senvice providers (for  Show Mare

Step 3: In the IPv4 Address/FQDN column, enter pool.ntp.org or another NTP server address.

Step 4: Select Burst Mode if this feature is supported by the NTP server. Burst Mode provides faster time

synchronization.

Step 5: In the Timezone drop-down list, choose your timezone, and then click Save Settings.

Public NTP Servers

IPV4 ADDRESS/FQDN

pool.ntp.org

Timezone

BURST MODE

[ Choose atimezone

)
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I Configure the DNS Servers for the Branch Gateway Group

You must specify the DNS server(s) that the gateway uses to communicate to Aruba Central.

Step 1: On the Gateways tab, in the System section, select DNS.

aruba e a S migiE

¥ BGW-7005-HA ¥
= i P SELECTED GROUP TYPE
ACCESS POINTS | E3 SWITCHES | St GATEWAYS Branch Gateway = m

SYSTEM LAN WAN SDWAN & ROUTING | POLICIES
v

§ ALERTS & EVENTS
B) AUDIT TRAIL

% TOOLS
o}

REPORTS

Step 2: Select Specify DNS servers.
Step 3: In the Domain Name text box, enter a domain name (example: example.local).
Step 4: In the Public DNS Servers table, click the plus (+) sign.

Step 5: In the Provider drop-down list, select one of the providers listed or manually configure the desired
DNS server(s).
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Step 6: Click Save Settings.

® Specify DNS servers Learn DNS configuration from ISP

Domain name example.local
Public DNS Servers

PROVIDER IPV4 ADDRESS

I Create a Management User Account for the Branch Gateways

In this procedure, you create a local management user account so you can use CLI to access the gateway.

Step 1: On the Gateways tab, in the System section, select Management User.

Step 2: In the Local Management User table, click the plus (+) sign.

aruvba a

QO
5 BGW-7005-HA ¥
- e SELECTED GROUF TwPE =
T1GRO ACCESS POINTS | B3 SWITCHES &8 GATEWAYS Branch Gateway = o 5
BE oveRvIEW SYSTEM LAN WAN | SDWAN & ROUTING = POLICIES Advanced Mode  Guided Setup
e ===
Fo be able takocally or remataly access the CLI console of the gateway in the £roup., you must either configure sither a local management user or enable centralized
ek help
AAA aushentication »
tocat management asers ®
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Step 3: In the Add Management User dialog box, implement the following settings:

* Name—admin

* Password—password

* Retype Password—password
* Role—Super user role

Step 4: Click Save.

Note You can add additional users with other roles as needed. These %
additional users are optional.

Step 5: Click Save Settings.

Add management user

Name admin

Password

Retype Password

Role Super user role ¥

Save

Configure VLANS for the Branch Network Devices and Users

Use this procedure to define the VLANS for the branch network devices and users, as well as assign subnets at
the device level.

Step 1: On the Gateways tab, in the LAN section, select VLANS.

Step 2: Select IP DHCP server.
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Step 3: In the VLANSs table, click the plus (+) sign.

In this example, we create a native VLAN 1 for management.

2 Gl
B APPLICATIONS el hp
@ SECUR P oHcPsaver
VLANS
0O ALERTS & EVENTS
- N wano nans smanc TNAMICONCPPOOL  DHCP RILAY
: ar Systemi_ 447 - Diaatied
o 1c
e
o A

iEra i WAl SDWAN & ROUTING ~ POLICIES Advanced Mode  Guided Setup
l —
LB CLENTS
5 Each branch gateway willrequire one or more LAN VLANS and IP interfaces i support infrastructure and client devices in your branches. Each VLAN willeither be st

SELECTED GROUP TYPE
Branch Gateway

)

Step 4: In the New VLAN dialog box, implement the following settings:

* Name—Management
* VLAN ID—1

* |P addressing mode—Static.

Step 5: Click Save.
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Step 6: Repeat Step 3 - Step 5 for each additional user VLAN. For example, an Employee VLAN.

Step 7: Click Save Settings.

New VLAN

Mame

VLAN ID

IP addressing mode

IPV4 ADDRESS

Metmask

Act as DHCP server

Enable DHCP relay

Management

VLANs

VLAN ID
4087

1

20

NAME
System|P_4087
Management

Employee

STATIC

DYNAMIC DHCP POOL

DHCP RELAY
Disabled
Disabled

Disabled

XM Configure the LAN Ports for the Branch Gateway

Assign the LAN ports that the downstream switches use and permit user and management VLANSs.

Step 1: On the Gateways tab, in the LAN section, select LAN Ports.
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Step 2: In the LAN ports/port channel table, click the plus (+) sign.

arvba a Qo A
Y BGW-7005-HA ¥

— .

SYSTEM LAN WAN  SDWAN & ROUTING  POLICIES Advanced Mode  Guided Setup

[ rosT ook ACCESS VLAN NATIVE VLAN ALLOWED VLANS

Step 3: In the New LAN port/port channel dialog box, in the Name box, enter a name for the new port (exam-
ple: LAN).

Step 4: In the Port drop-down list, select a physical port on the gateway (example: GE-0/0/0).

Step 5: In the VLAN mode drop-down list, select Trunk.

Step 6: In the Native VLAN drop-down box, select the management VLAN you created in Procedure 6.7
(example: 1 : Management).

Step 7: In the Allowed VLAN box, enter the VLAN IDs for the VLANs allowed towards the LAN.
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Step 8: Repeat Step 2 - Step 7 for each additional LAN port that you need to configure.

New LAN port / portchannel

Name LAN

Port GE-0/0/0 v

VLAN mode Trunk

Native VLAN 1:Management ¥

Allowed VLAN 1,20

Step 9: Click Save, and then click Save Settings.

XM Configure WAN Health Checks

Step 1: On the Gateways tab, in the WAN section, select Health Checks.

aruba a 2 on
Y BGW-T005HA ¥

P ——— SELECTED GROUP TYPE a1
[ ACCESS POINTS B3 SWITCHES 4R GATEWAYS Branch Gateway =k

SYSTEM LAN WAN SDWAN & ROUTING  POLICIES Advanced Mode  Guided Setup

1P hieakh checks are used by the gatrways to determine WAN path availabibey and measure AN path perfommance. The responses (o these health check probes areused by Show More

Enable heath checks -
Healih check destination -
Haalth chack probe mode Ping. b
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Step 2: In the Health check destination drop-down list, select Aruba cloud.

Step 3: Click Save Settings.

Health Checks

Per-field help

Load Balancing

Enable health checks
Health check destination

Health check probe mode

WAN Details

IP health checks are used by the gateways to determine WAN path availability and measurg

«
Aruba cloud hd
Ping -

—

IEELM Configure the WAN Load Balancing Algorithm

Step 1: On the Gateways tab, in the WAN section, select Load Balancing.

Step 2: In the Load balancing mode list, select Uplink utilization.

Step 3: Click Save Settings.

aruba

¥ BGW-7005-HA ¥

SYSTEM

LAN

WAN

SDWAN & ROUTING | POLICIES

influence haw outgoing traffic & Forwarded. A kaad-balan

1 actian may be performed for outgoing

sevecreoGaoun e
Branch Gateway = ﬁ

Advanced Mode  Guided Setup

Aruba Design & Deployment Guide

138



IEEEW Configure the WAN Service Providers

In this procedure, you enable high availability (HA) and configure the WAN service providers. We use a dual

gateway with internet and MPLS WAN for HA.

Step 1: On the Gateways tab, in the WAN section, select WAN Details.
Step 2: Click the Enable HA Deployment slider.

Step 3: In the WAN Uplinks/Ports table, click the plus (+) sign.

arvba Q

7 BGW-7005-HA W

ACCESSPOINTS B3 SWITCHES SR GATEWAYS

89 OvERVIEW SYSTEM LAN WAN  SDWAN & ROUTING | POLICIES

l DEVICES
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Step 4: In the Add/Edit WAN port dialog box, implement the following settings:

* Uplink—Turbo

Note If you choose an MPLS WAN, the uplink name must match the name
used at the VPNCs to enable automated tunnel orchestration between
gateways.

&

WAN type—MPLS

WAN speed—500

Source NAT—Unselect this option

* Secure with ACL—Unselect this option

Step 5: Click Save.




Step 6: Repeat Step 3 - Step 5 for each WAN provider.

These screenshots illustrate a dual gateway with an internet and an MPLS WAN provider.

Add/Edit wan port
—
- G D
Source NAT D
Use as backup
IP addressing method DHCP -

Create port attributes only for HA deployments. Assignment
of WAN port must be done at device level.

Port >

Secure with ACL D
=

Add/Edit wan port
WAN type Internet -
o
Source MNAT [y
Use as backup
IP addressing method DHCP -

Create port attributes only for HA deployments. Assignment
of WAN port must be done at device level.

Fort >

Secure with ACL b

IEXEN Specify the SD-WAN Data Center Preferences

Use this procedure to assign data center preferences for tunnel orchestration toward the VPN concentrators.

Step 1: On the Gateways tab, in the SDWAN & Routing section, select DC Preferences.
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Step 2: In the DC Preference table, click the plus (+) sign to add a VPNC hub group.

aruba
¥ sGw-i00sHA ¥
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Step 3: In the Hub Group drop-down list, select a VPNC group to assign the preferred data center (example:

VPNC-7210).

Step 4: In the Primary VPNC drop-down list, select the primary VPNC.

Step 5: In the Secondary VPNC drop-down list, select the secondary VPNC.

Step 6: Repeat Step 2 - Step 5 if a secondary data center is used.

Step 7: Click Save Settings.

DC Preference Static Routing Overlay Routing

If your deployment includes VPN Concentrators (VPNCs) deployed in one or mare hub sites, your branch gateways can be configured to create

Per-field help

Overlay Orchestrator Peering : Disabled

DC Preference ar

HuB GROUP PRIMARY VPNC SECOMDARY VPNC

VFNC-T210 - DC2-7210-1 (D012 DC2:7210-2 [D0:1ad ™

Cancel Save Settings
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Aruba Central automatically enables overlay orchestrator peering after you click Save Settings.

DC Preference

HUE GROUP
VPNC-7210

VPNC-7024

PRIMARY VPNC SECONDARY VPNC
DC2-7210-1 [00:1a:1e:05:01:a0] DC2-7210-2 [00:1a:1e:05:01:28]

DC1-7024-1 [00:0b:86:bbrbb:a¥] DC1-7024-2 [00:0b:86:bb:ff:a7)

4+

IEEEN Configure the SD-WAN Overlay Routing

In this procedure, you redistribute the branch subnets in the VPN overlay to enable the dynamic routing
functionality at the headend site.

Step 1: On the Gateways tab, in the SDWAN & Routing section, select Overlay Routing.

arvba

V scw-00sHA

SWITCHES 4R GATEWAYS

SELICTED GROUP TrHE
Branch Gateway =

WAN  SDWAN &ROUTING  POLICIES

" [

Step 2: In the Redistribute connected vlans box, select all of the user VLANs and system IP VLAN for overlay

redistribution.
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Step 3: Click Save Settings.

DC Preference Static Routing Overlay Routing

[[mni x][mnmx][mnmvx]]

Redistribute connected vlans

Redistribute static route

Cancel Save Settings

IEXZH Configure Role-Based Policies for the Branch Gateways

Use this procedure to define the policies for the user VLANSs to allow network access.

Step 1: On the Gateways tab, in the Policies section, select Roles.

Step 2: In the Role assighment table, click the plus (+) sign.

B a0

°
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Step 3: In the Role assignment dialog box, implement the following settings:

* VLAN ID—Management (1)
* |nitial Role—authenticated

* Authentication—Disable this option

Step 4: Click Save.

Role assignment

VLAN ID Management (1) ¥
Initial Role _aumemlca:ed |

Authentication [CE]

Step 5: Repeat Step 2 - Step 4 for all of the user VLANSs.

VLAN NAME AUTHENTICATION ROLE

1 Management Disabled authenticated

20 Employee Disabled authenticated




Procedures

Configuring a Branch Gateway Device—Two Branch Gateways per Branch

7.1

7.2

7.3

7.4

7.5

7.6

7.7

7.8

7.9

Assign the Branch Gateway Devices to a Group

Initiate the Primary Branch Gateway Configuration

Assign a Hostname to the Primary Branch Gateway Device
Assign IP Addresses to the VLAN

Set the DHCP Scope

Initiate the Secondary Branch Gateway Configuration
Assign a Hostname to the Secondary Branch Gateway
Assign IP Addresses to the VLANs

Set the DHCP Scope

7.10 Specify the WAN Ports

7.11 Assign a Default Route for MPLS

7.12 Configure the LAN Redundancy

Assign the Branch Gateway Devices to a Group

Step 1: On the Aruba Central Account Home page, select Device Inventory.
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Step 2: In the View Devices table, select two branch gateways, and then click Assign Group.

aruba ce @ B

A GO TO ACCOUNT HOME

DEVICE INVENTORY

VIEW DEVICES
3 M Y

Step 3: In the Assign a Group to the Selected Devices dialog box, select the Branch Gateway group you
created in Procedure 6.1 (example: BGW-7005-HA).

ASSIGN A GROUP TO THE SELECTED DEVICES

Assign Device(s)

Step 4: Click Assign device(s), and then click OK.

Assign Group

Assigned group successfully
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Initiate the Primary Branch Gateway Configuration
Step 1: On the Aruba Central Account Home page, launch the Network Operations app.

Step 2: In the filter drop-down list, select the branch gateway group you assigned the devices to in Procedure
7.1 (example: BGW-7005-HA).

Step 3: In the left navigation pane, in the Manage section, select Devices, and then select the Gateways tab.

Step 4: In the Gateways table, select the device you intend to configure as the primary branch gateway.

GATEWAYS

= 2 ° 2
DEVICES ——
GATE

B CLIENTS

For educational purposes, the next step exits the guided setup.
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Step 5: In the Guided Setup dialog box, click Cancel, and then click Exit.

arubaQ centra Guided Setup for Branch Gateway Device

System This wizard will guide you through the essential steps to configure

the branch gateways in the Device .

LAN You can exit this wizard at any time by clicking cancel, You will be able to

relaunch the wizard at any time as long as you have not yet completed all the steps.

WAN After completing this initial setup, you can change the settings at any time.

SDWAN & Routing

Redundancy

= em

EXIT GUIDED SETUP

A Guided Setup will be exited and changes will be lost.
You can re-enter the Guided Setup at any time to complete it.

Assign a Hostname to the Primary Branch Gateway Device

Step 1: On the Gateway tab, in the System section, select Hostname.
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Step 2: In the Hostname box, enter a name (example: RS3-7005-1), and then click Save Settings.

arvba a A OF
Y BGW.T005-HA ¥ JWE34A-20:4C:03:2FFT.DC X
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Hosrame 5370051
a
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Assign IP Addresses to the VLAN

Use this procedure to assign LAN VLAN IP addresses and set the DHCP scope for the management and user
LANS.

Step 1: On the Gateway tab, in the LAN section, select VLANSs.
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Step 2: In the VLANS table, select Management, and then click the pencil icon.

aruba
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Step 3: In the VLAN - Management dialog box, implement the following settings:

* |PV4 Address—10.8.8.2

* Act as DHCP server—Enable this option

* DNS server type—Public DNS Server

* DNS Service Provider—Google

Step 4: Click Save.

VLAN - Management(1)

Name

VIANID

IP addressing mode

IPV4 ADDRESS

Netmask

At as DHCP server

Netwark

Netrnask

Default router

Damain name

DS server type

DNS Service Provider

Enable DHCP relay

Static >

10882

255255 2550

il

10880

255.255.255.0

10881

xamplebacal

Public DNS Serve =

o ®
w
E ‘

Step 5: Repeat Step 2 - Step 4 for any additional VLANs (example: Employee).

Step 6: Click Save Settings.

VLANs

VLAN ID NAME

1 Management
20 Employee
4084 Vian_4084
4085 Vian_4085
ANRR Vian 4MAk

STATIC

10882124

10.89.2/ 24

DYNAMIC DHCP POOL

DHCP RELAY
Disabled
Disabled
Digabled
Disabled
Misahled

Set the DHCP Scope

Step 1: On the Gateway tab, in the LAN section, select VLANSs.
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Step 2: Click Advanced Mode.

aruba
7 eawroosun ¥

VLANS.
wanio naus
1 fres—
» e
® Fr o0 Y

JWE34A-20:4C:03:2FFT:DC X
SELECTED DEWICE TYPE
Branch Gateway a8
SYSTEM LN WAN | SOWAN & ROUTING  REDUNDANCY Guided setup

Step 3: Select the Interface tab, and then select DHCP.

Step 4: In the IP excluded address range table,

click the plus (+) sign.

~ DHCP Server

IP DHCP server: v
Pool configuration

IP VERSION NAME
1Pvd vian_1
1Pyd vian_20

IP excluded address range

IP EXCLUDED ADDRESS

!

SYSTEM WAN INTERFACE ~ SECURITY VPN ROUTING | HIGH AVAILABILITY = CONFIG AUDIT
-
Ports  VLANS Pool Management  GRE Tunnels

Bulk configuration upload ~ SLB

MNETWORK DEFAULT ROUTER
10.88.0 10.8.8.1
10,890 10.8.9.1
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Step 5: Enter the IP address ranges that you want to exclude from the DHCP scopes.

IP excluded address range

IP EXCLUDED ADDRESS

108.9.210.899

Step 6: Click Save Settings to return to Basic Mode.

Initiate the Secondary Branch Gateway Configuration

Step 1: In the filter drop-down list, select the branch gateway group you assigned the devices to in Procedure
7.1 (example BGW-7005-HA).

Step 2: In the left navigation pane, in the Manage section, select Devices, and then select the Gateways tab.

Step 3: In the Gateways table, select the device you intend to configure as the secondary branch gateway.

TR = cccvovrs | svrcves [ e B o
B8 OveRVIEW GATEWAYS © DO
2 o 2
DEVICES g
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For educational purposes, the next step exits the guided setup.
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Step 4: In the Guided Setup dialog box, click Cancel, and then click Exit.

OrUbQ Guided Setup for Branch Gateway Device
System This wizard will guide you through the essential steps to configure
the branch gateways in the Device .
LAN You can exit this wizard at any time by clicking cancel. You will be able to
relaunch the wizard at any time as long as you have not yet completed all the steps.
WAMN

After completing this initial setup, you can change the settings at any time

SDWAN & Routing

Redundancy

EXIT GUIDED SETUP

A Guided Setup will be exited and changes will be lost.
You can re-enter the Guided Setup at any time to complete it.

Assign a Hostname to the Secondary Branch Gateway

Step 1: On the Gateway tab, in the System section, select Hostname.

Step 2: In the Hostname box, enter a name (example: RS§3-7005-2), and then click Save Settings.

JWE34A-20:4C:03:2F-F4:2C X

seueeren otvet T
1 GATEWAY

SYSTEM LAN WAN  SDWAN & ROUTING  REDUNDANCY

Hostnaene (emosz )
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Assign IP Addresses to the VLANs

Step 1: On the Gateway tab, in the LAN section, select VLANSs.

Step 2: In the VLANSs table, select Management, and then click the pencil icon.

aruba
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Step 3: In the VLAN - Management dialog box, implement the following settings:

* |PV4 Address—10.8.8.3

* Act as DHCP server—Enable this option

* DNS server type—Public DNS Server

* DNS Service Provider—Google

Step 4: Click Save.

[VLAN - Management(1)

Narne

VLIANID

1P addressing mode

IPV4 ADDRESS

Netmask

Act as DHCP server

Metwork

Metmask

Default router

Domain name

DNS server type

DNS Service Provider

Enable OHCP relay

Step 5: Repeat Step 2 - Step 4 for each additional VLAN (example: Employee).

Step 6: Click Save Settings.

VLANS

VLAN ID MNAME

1 Management
20 Employee
4084 Vlan_4084
4085 Wlan_4085
ANAR Vian dNaR

STATIC

10883724

10.89.3/24

DYNAMIC DHCP POOL

DHCP RELAY
Disabled
Disabled
Disabled
Disabled

Nisabled

Set the DHCP Scope

Step 1: On the Gateway tab, in the LAN section, select VLANSs.

Aruba Design & Deployment Guide

157



Step 2: Click Advanced Mode.
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Step 3: Select the Interface tab, and then select DHCP.

Step 4: In the IP excluded address range table, click the plus (+) sign.

SYSTEM WAN INTERFACE  SECURITY VPN ROUTING = HIGH AVAILABILITY

.
Ports  VLANs Pool Management  GRE Tunnels  Bulk configuration upload  SLB

~ DHCP Server

CONFIG AUDIT

IP DHCP server: ¥

Pool configuration

IP VERSION NAME

MNETWORK DEFAULT ROUTER
Pyd vian_1 10.8.8.0 10.8.8.1
Pvd vlan_20 10.8.9.0 10.8.9.1

IP excluded address range

IP EXCLUDED ADDRESS

@
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Step 5: Enter the IP address ranges that you want to exclude from the DHCP scopes.

IP excluded address range

IP EXCLUDED ADDRESS

108.9.210.899

Step 6: Click Save Settings to return to Basic Mode.

Specify the WAN Ports

Step 1: On the Gateways tab, in the WAN section, select WAN Details.
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T BGW.T005.HA W JWE34A-20:4C:03:2F:F42C X

88 OvERVIEW SYSTEM LAN WAN  SDWAN & ROUTING REDUNDANCY

Enaie High Avaidabiiny deployment »
WEAN UPLINKS / PORTS.
upLNK v PORT  VLANID  ADBRISS s, Har wackur
mrbomh MRS GEun. 4084 ower so0mmps Doubied  Dastied
spd inet Er GEun. 4085 oHCP 200Mmps Erasled  Dasbled
ispet ines wer CEun.  40e5 wee ammps Erasled  Dasbied

SELECTED DEVICE TYPE
B

dvanced Mode  Guided Setup

Step 2: Click Enable High Availability deployment to allow the workflow to configure both gateways in the

HA pair.

Step 3: In the Peer gateway drop-down list, select the primary gateway device (example: R§3-7005-1).
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Step 4: In the HA VLAN drop-down list, select the Management VLAN ID. The Local VLAN IP/netmask and the
Peer VLAN IP/netmask addresses should auto-populate.

Enable High Availability deployment ;.]
Local gateway RS3-7005-2 (20:4c:03:2f:f4:2¢)
Site ID Type to search or add

HA VLAN

255.255.255.0

Local VLAN IP/netmask

o o
o @
o
5] w

Peer VLAN IP/netmask 255.255.255.0

Step 5: In the WAN Uplinks/Ports table, select one of the physical ports you added in Procedure 6.11 (exam-
ples: Turbo or ISP-1) to assign to the local WAN uplink for the primary gateway.

Step 6: In the Add/Edit wan port dialog box, implement the following settings:

* Port—GE-0/0/2

* |P addressing method—Static or DHCP

* Secure with ACL—Select this option only for Internet WAN

Aruba [&%77% legrdleoxyeat Guide

Add/Edit wan port

Gateway ®) Loca O
.L|D|l'l;||< N turbo_mpls

WAN type -

WAN speed 500 Mbps
Source NAT D

Use as backup

IP addressing method

Netmask: 255.255.255.0
Secure with ACL D
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Step 8: Repeat Step 5 - Step 7 to assign the remote (peer) WAN uplink for the primary gateway.

Step 9: Click Save Settings.

Add/Edit wan port

Gateway O 0

Uplink sp-1_inet

WAN type -

WAN speed 200 Mbps
Source NAT v

Use as backup

IP addressing method DHCP -

Port GE-0/0/3 -

Secure with ACL v

Cancel m

Step 10: In the WAN Uplinks/Ports table, verify that the WAN ports have been allocated to both gateways.

aruvba

Y BGW-T005HA W

JWE34A-20:4C:03:2F:F4:2C X

sauecreo owice Tree
1 GATEWAY Branch Gateway B
sestem | WAN | SOWAN & ROUTING | REDUNDANCY Advanced Mode  Guided Setup
-
Each Dranch SaTeway CoNRTS 5 O or MGeR InBs, MFRS A sallar Gases WAN SErVces USing WAN Bts, A GA1OAGY A SUpRor 3 masimuim of four Wired WN ks Snow e
Enabe High Avsilabilty deployment -
e R3I0052 (20Ac03 214 36)
Peer gaveway RS3.7005-1 (204 =
swe i
HAVLAN 1
Local VLAN (P/necmask 10883 2552552550
[ 1088z 2552582550

I A LocaliPeer should have atieast one physical upink port

WAN UPLINKS / PORTS

R D e o e e
e N A T P
i a7 il CNeR el ik

T T T T e e

i S =
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Assign a Default Route for MPLS

Step 1: On the Gateway tab, in the SDWAN & ROUTING section, select Static Routing.

Step 2: In the Default Routes table, click the plus (+) sign to create a new static route.

aruba

% BGW-T005-HA W IWE34A-20:4C:03:2F:F4:2C X

WAN SDWAN & ROUTING  REDUNDANCY
-

Static Routes

BESTIATION 1P

NIXT HOPVING

BESTINATION MASK

M data b dplay

e NEXT HOP

W data o duplay

LECTED DEVICE TYPE

Advance

d Mode  Guided Setup

Step 3: In the Type column, enter a name for the new route (example: Nexthop).

Step 4: In the Next Hop/VPNC column, enter the IP address for the route (example: 172.17.1.1).

Step 5: Click Save Settings.

Default Routes

TYPE

NEXT HOP/VPNC

UPLINK

MNexthop

1721714

COsT
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Configure the LAN Redundancy

Step 1: On the Gateway tab, in the Redundancy section, select VRRP.

Step 2: In the VRRP interfaces table, click the plus (+) sign.

arubo
% BGW-TOO0S-HA ¥ JWE244-20:4C:03:2FF4IC X

@ GATEWAY

SYSTEM LAN WAN

SOWAN & ROUTING ~ REDUNDANCY
-

I DEVICE

VRRP INTERFACES

[
Bl AUDIT TR
a7

@ repomTS

@ FIRMWARE

ViAo 1P ADDRESS ON LOCAL

e e 10 il

IF AOOKLSS 0% PEIR

B APPLICATIONS VRRP protocel allows you £ 525 U 2 Lalewdrys o shane the same Virual IP funcrioning s the default gateway for the associated VLAN,

VIRTUAL ansTIR

SILECTID GEVICH Tred
Branch Gateway

B

Step 3: In the VLAN ID drop-down list, select a LAN VLAN. The IP Address on Local and IP Address on Peer

columns should auto-populate with the IP address values.

Step 4: In Virtual IP column, enter an IP address (typically .1 is used). For example, 10.8.8.1.

Step 5: In the Master column, select which gateway you intend to use as the VRRP master.

VRRP INTERFACES

VLAN ID IP ADDRESS ON LOCAL

]

IP ADDRESS ON PEER

VIRTUAL IP

10.8.8.1

MASTER

Local | (@ peer

+
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Step 6: Repeat Step 2 - Step 4 for all user VLANSs.

Step 7: Click Save Settings.

VRRP INTERFACES 1

VLAN ID IP ADDRESS ON LOCAL IP ADDRESS ON PEER VIRTUAL IP MASTER
1 10.8.8.3/24 10.88.2/24 10881 peer

0 10.8.9.3/24 10.89.2/24 10.8.9.1 peer

Procedures

Configuring the Branch Switch Ul Group

8.1 Create the Branch Switch Ul Group
8.2 Configure the Switch VLANs

8.3  Configure the Uplinks for the VLANs

For branch switches, you can create a single Ul group that includes different hardware models. You can
configure common items like VLANs and uplink ports at the group level, and configure other settings, such as
VLAN assignments at the user ports, at the device level.

BEXI Create the Branch Switch Ul Group

Step 1: In the filter drop-down list, select All Devices, and then in the left navigation pane, select Groups or
Organization.
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Step 2: On the Groups tab, click New Group.

GROUPS
MAMAGE GROUPS
]

Step 3: In the Create New Group dialog box, implement the following settings:

* Group Name—SW-Branch
* Switch—Unselect this option
* Password—password

* Confirm Password—password

Aruba Design & Deployment Guide 165



Step 4: Click Add Group.

CREATE NEW GROUP :

Use the group as Template group by selecting the dwi:t.

D AP AND GATEWAY QSWH'EH

Group password settings .
PASSWORD

Note If you intend to use the Install Manager App, assign the group to the
sites at this point.

Use the following steps to navigate to the switch Ul group configuration menu.

Step 5: In the filter drop-down list, select the new group you created for the branch switches (example:
SW-Branch).

Step 6: In the left navigation pane, in the Manage section, select Devices.




Step 7: Select the Switches tab, and then click the gear icon in top right.

aruba Q

LT ——
SWITCHES
L] o o
el
V' DENCE NAME CLIENTS ALERTS ¥ Moo CONFIG STATUS

g J (@) ACCESS POINTS | BB SWITCHES & GATEWAYS

B8 ovemview

IEEM Configure the Switch VLANSs

Step 1: On the Switches tab, in the Interface section, select VLANSs.
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Step 2: In the VLANSs table, click the plus (+) sign.

aruba 2
Y sw-Branch ¥
- A INTERFACE M
VLANS Settings

VLANS

s B

B &3 0

@

DHEP Relay Settings

Step 3: In the New VLANSs dialog box, implement the following settings:

* ID—20

* Name—Employee
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Step 4: Click OK, and then click Save Settings.

VLANs
o) [ 20 ]
Name [ Employee ]
IP Assignment Disabled ¥
DHCP Server
DHCP Helper IP
Voice ()
S —

Configure the Uplinks for the VLANs

Step 1: On the Switches tab, in the Interface section, select VLANSs.




Step 2: In the VLANSs table, select the VLAN you configured in Procedure 8.2 (example: Employee), and then
click the pencil icon.

a @H &

43 3HOURS

BB OvERVIEW
- ~ VLANSs Settings
B Ars N
VLA
@ secuRmy
0 ALERTS & EVENTS o m -
S | | | N E—
4, To0Ls

& REPORTS

@ FIRMWAR

» DHCP Relay Settings

Step 3: In the VLAN Port Mode section, in the Ports table, select the uplink ports for the branch gateway(s).
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Step 4: In the Select Port Mode drop-down list, select Tagged, and then click OK.

VLANS X
VLAN Port Mode

Ports Trunk Groups

I:l PORT PORT MODE TRUNK GROUP = j TRUNK GROUP PORT MODE =

Step 5: Click Save Settings.

Procedures

Configuring the Device Switch Ul Group
9.1 Assign a Switch Device to a Switch Ul Group

9.2 Configure the Device Switch Hostname

In the case of branch switches a single Ul group that includes different models can be created. Common items
like VLANs and uplink port configurations can be done at the group level while VLAN assignments at the user
ports can be configured at the device level.

BEXB Assign a Switch Device to a Switch Ul Group

Step 1: On the Aruba Central Account Home page, select Device Inventory.
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Step 2: In the View Devices table, select a switch, and then click Assign Group.

A GO TOACCOUNT HOME

DEVICE INVENTORY

devices in your inventory and manually add devices here

VIEW DEVICES

.
.
.

.
.
.
.

.

Step 3: In the Assign a Group to the Select Device dialog box, select the switch Ul group you created in Proce-
dure 8.1 (example: SW-Branch).
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Step 4: Click Assign device(s), and then click OK.

BEEM Configure the Device Switch Hostname

Step 1: On the Aruba Central Account home page, launch the Networks Operations app.

Step 2: In the filter drop-down list, select the switch Ul group you created in Procedure 8.1 (example:

SW-Branch).

Assign Group

Assigned group successfully

Step 3: In the left navigation pane, in the Manage section, select Devices, and then select the Switches tab.

Step 4: In the Switches table, select the switch you intend to configure, and then click the pencil icon.

B8 OvERVIEW

@ DEVICES
s

B 20 P
2 > 2

Switches

Step 5: In the Edit Switches dialog box, in the Hostname box, enter a name (example: RS3-2930F).
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Step 6: Click OK.

EDIT SWITCHES x

Hostname [ RS3-2930F ]

IP Assignment DHCP W

Location

Contact

Cancel n

Step 7: Click Save Settings.

Procedures

Configuring the Branch Access Points Group
10.1 Create the Access Point Group
10.2 Create A New Network: SSID General Settings
10.3 Create a New Network: Client VLANs
10.4 Create a New Network: WLAN Security

10.5 Specify the Radio Settings

LXMW Create the Access Point Group

Step 1: In the filter drop-down list, select All Devices, and then in the left navigation bar, select Groups or
Organization.
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Step 2: On the Groups tab, click New Group.

@ GLOBAL . $3GROUPS | <P STESAND LABELS ¢ CERTIFICATES (B INSTALL MANAGER
. GROUPS
= 6 MANAGE GROUPS
H
@ s
B NE
L R =
LR
o 1O
@ ner "
@ FIRMWARE

Step 3: In the Create New Group dialog box, implement the following settings:

* Group Name—AP-Branch
* Switch—Unselect this option
* Password—password

e Confirm Password—password
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Step 4: Click Add Group.

CREATE NEW GROUP

GROUP NAME

Use the group as Template group by selecting the device o

T o)

Group password settings o

®

Note If you intend to use the Install Manager App, assign the group to the

sites at this point.

&

Use the following steps to navigate to the AP group configuration menu.

Step 5: In the filter drop-down list, select the group you created for the branch access points in Procedure

10.1 (example: AP-Branch).

Step 6: In the left navigation pane, in the Manage section, click Devices.




Step 7: Select the Access Points tab, and then click the gear icon in the top right.

aruba

Q Q@5

Y Ap-Branch W I

ROUP | & Access poinTs | = sircres @ carewars Lﬂ %
B8 oveRvIEW ACCESS POINTS ctoww | RADIOS
0 o [ ]
2 DEVICES —_— —
O CUENTS ACCESS POINTS. =)
#ADIG1 RaD
F DEVICE HAME cHanniL ot

F i AD0RESS  meoe 7 sesL

No data to display

Step 8: Notice the group name in the filter and that the gear icon is selected.

15) ACCESS POINTS 3 SWITCHES 68 GATEWAYS

e a

Show Advanced
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EIEH Create A New Network: SSID General Settings

Step 1: On the Access Points tab, in the WLANS section, click Add SSID.

DEVICES

18 ACCESS POINTS  £3 SWITCHES

& N
G GATEWAYS

Step 2: In the Create a New Network dialog box, in the General section, enter an SSID name (example:

Example-Employee).

Step 3: Click Next.

ETWORK
© ceneral @ wans @ security

Name (SS1D):

Advanced Settings

@ Access () summary
Example-Emplayee

i m

Note You can customize the non-default SSID parameters by clicking

Advanced Settings.
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[ETEN Create a New Network: Client VLANSs

The client VLANs need to match the switch and branch gateway VLANs in order to establish connectivity. The
branch switch ports that connect to the access points must allow the VLANs and configure the access point

(AP) ports on the switches as tagged.

Step 1: In the Create a New Network dialog box, in the VLANs section, select Static.

CREATE A NEW NETWORK

Client 1P Assignment:
Client VLAN Assignment:

VLAN D

> Show Named VLANS

() summary

Instant AP assigned

nnnnn

External DHCP server assigned

Mative VLAN

=) (=) 2B

Step 2: Click Show Named VLANSs, and then click Add Named VLAN.

w Hide Named VLANs
VLAN NAME

- Add Named YLAN

ACTIONS

0 Mamed VLAN(s)

Step 3: In the Add Named VLAN dialog box, implement the following settings:

* VLAN Name—Employee

* VLAN—20

ADD NAMED VLAN

VLAN Name:

VLAN:

[ Employee

=

Cancel
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Step 4: Click OK.

CREATE A NEW NETWORK

o General m @ Security @ Access

Client IP Assignment:
Client VLAN Assignment:

VLAN ID:

@ Summary

Instant AP assigned

Static Dynamic

External DHCP server assigned

Mative VLAN

=

)

Step 5: In the VLAN ID drop-down list, select the VLAN you created (example: Employee), and then click Next.

[EIXH Create a New Network: WLAN Security

Option 1: Passphrase Authentication

Use the following steps to enable authentication by using a WPA3 personal passphrase.

Step 1: In the Create a New Network dialog box, in the Security section, click Personal.

Step 2: In the Passphrase box, enter a password, and then in the Retype box, re-enter the password.

Step 3: Click Advanced Settings.

CREATE A NEW NETWORK

° General

Security Level:

Key Management:

Passphrase Format:
Passphrase:

Retype:

> Advanced Settings

° VLANsm @ Access @ Summary

T

Enterprise Persenal

Captive Portal Open

WPA3-Personal A

8-63 chars

v

Step 4: Click Fast Roaming, and then select 802.11k and 802.11v
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Step 5: Click Next.

~ Advanced Settings

MAC Authentication:
Blacklisting: c
Max Authentication Failures: 0

Enforce DHCP:
WPA3 Transition: c

Use IP for Calling Station 1D:

Called Station 1D Include SSID:

(=) Fast Roaming

802.11k:

Option 2: Username and Password Authentication

In this procedure, you enable WPA3 Enterprise authentication.

Step 1: In the Create a New Network dialog box, in the Security section, click Enterprise.

Step 2: In the Primary Server drop-down list, select a server, and then click the plus (+) sign to define the
authentication server parameters.

Step 3: Click Advanced Settings, and then click Fast Roaming.

CREATE A NEW NETWORK

o General o VLANsm @ Access @ summary

Security Level: O

Personal Captive Portal Open

Key Management: WPA3-Enterprise(CCM 128) ¥
Primary Server: Internalserver ¥
Users: 0 Users Manage Users

@  onlyregistered users of type ' Employee ' will be able 1o access this

network

s Advanced Settings
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Step 4: Select 802.11k and 802.11v.

~ Advanced Settings

MAC Authentication:

Blacklisting:

Max Authentication Failures:

Enforce DHCP;

WPA3 Transition:

Use IP for Calling Station ID:

Called Station |D Include SSID:

(=) Fast Roaming

80211k

802.11w

ol

Step 5: Click Next.

© General

CREATE A NEW NETWORK

Access rules

0w 05 JTIED O

O

Role Based Network Based Unrestricted

/A Unrestricted option allows full access to the network. This may lead to potential security

issues.

Downloadable Role:

Step 6: On the Access tab, click Next, and then on the Summary tab, click Finish.

ELXN specify the Radio Settings

Step 1: On the Access Points tab, select Radios.
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Step 2: In the Client Control section, implement the following settings:

¢ Airtime Fairness Mode—Fair Access
* ClientMatch—Enable this option

¢ ClientMatch Threshold—30

Step 3: If you use multiple access points in the sites, use the slider to disable 80 MHz Support.

| (@) ACCESSPOINTS 3 SwiTCHES @ GATEWAYS

@ DEVICES

Adaptive Radio Management(ARM)

© client

£l

B & 3 0

]

Step 4: Expand Radio, and then in the 5 GHz band table, click the plus (+) sign.

Step 5: In the MIN/MAX Power column, enter 15/18 for walled-office environments.

2.4 GHz band

+ 5 GHz band
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Procedures

Configuring the WLAN Access Points

11.1 Assign the WLAN AP Group

Once a branch is operational, the access points automatically create a virtual controller (VC) cluster and join
the default group.

IEEEM Assign the WLAN AP Group

Step 1: In the filter drop-down list, verify that All Devices is selected.
Step 2: In the left navigation pane, in the Manage section, select Devices.
Step 3: On the Access Points tab, in the Access Points section, identify the MAC addresses of the virtual

controller clusters and assign the virtual controller clusters to the AP group you created in Procedure 10.1
(example: AP-Branch).

ACCESS POINTS onows | RADIDS
]

F——_
ACCESS POINTS L6

Vo
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Step 4: In the left navigation pane, in the Maintain section, select Organization.

Step 5: Drag the virtual controller into the configured AP group. All access points in the site will be automati-

cally moved to the AP group.

3 NETWORK SERVICES T GROUP NAME | oewices  oiame 7 LOCATION e PstaaLs |7 MAc aDDRESS "
— AMALYZE ———————————— | TG ZI30F-Singhe o | REIS 0052 Raleigh Unated States. L4 CPO04TI T 20:4c03:308524
0 ALERTS & EVENTS | Te TII0M-Stack 2 : Sa.. | W CNDRYSSTIR 2haGiedi 036 2e
B AUDIT TRAIL 6 3510MSingle o
% TooLS AP ranch o | RS12:2930F ComwayUnitedStates | ArubaS.. | CNSIHKZAEY | 38:20:c7:bact00
| Raleigh
& RePoRTS APRSIZ 1 ity | 19 | (e |
AT | BGW-1005 5 | RS15-2930F-1 RaleighUnted States | Aniba 5. | CNBSHKIONZ S4M1:28:BcdZ:a0
| s 00 e | ns3.2008 | anas. | |
: BGW-Dual-851% ) . REIS-2930F-1 Raleigh Unsted States. Aruba .. | CNEOMKIOSH 20307680
Iﬁm ] 4 | rsi-asr0 | Aniba 5. | |
31 Device(s)

@B tew Group

12 Groupls)

B import Configuration to New Groun




Summary

The flow of information is a critical component to a well-run organization. The Aruba SD-Branch design is a
prescriptive solution based on best practices and tested topologies. This allows you to build a robust WAN
network that accommodates your organization’s requirements. Whether users are located at a headend site
or a smaller branch site, this design provides a consistent set of features and functionality for network access,
which helps improve user satisfaction and productivity while reducing operational expense.

Figure 29  SD-Branch design
Headend Site Branch Sites

Instant WLAN

@ IAP-VPN

.
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1 Gateways : . i Single Gateway WAN, L2 LAN :

; : Private ' Instant WLAN '
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: Area 0 WAN : i BGW L2 Switch :
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Internet A Dual Gateway WAN, L2 LAN

7 \! Instant WLAN
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L2 Stack

AWS, Azure vGateway

L \ 5G/LTE

Zscaler, PAN, Check !
Point, Symantec R -

Cloud Security N ’
Providers

1129A

Aruba Cloud Services

The Aruba SD-Branch design provides a consistent and scalable methodology of building your network,
improving overall usable network bandwidth and resilience and making the WAN easier to deploy, maintain,
and troubleshoot.
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What's New in This Version

The following changes have been made since Aruba last published this guide:
* SD-WAN Orchestrator components Tunnel Orchestrator and Route Orchestrator
* Aruba virtual gateways for Amazon Web Services and Microsoft Azure
* Support for single and multiple VNET/VPCs
* Hub mesh topologies
* Dynamic Path Selection and Policy Based Routing comparison
* Reverse path pinning
* Health checks and Aruba Path Quality Monitoring service
* Third-party cloud-security providers
* SaaS optimization with SaaS Express
* SD-LAN design with two-tier LAN support and dynamic segmentation
* Aruba 9000 gateways and Aruba 500 access points

¢ Aruba threat detection with IDS/IPS
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