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Preface to the Third Edition

In the decade since the publication of the second edition of Scanning
Electron Microscopy and X-Ray Microanalysis, there has been a great
expansion in the capabilities of the basic scanning electron microscope
(SEM) and the x-ray spectrometers. The emergence of the variable-
pressure/environmental SEM has enabled the observation of samples con-
taining water or other liquids or vapor and has allowed for an entirely
new class of dynamic experiments, that of direct observation of chemi-
cal reactions in situ. Critical advances in electron detector technology and
computer-aided analysis have enabled structural (crystallographic) analysis
of specimens at the micrometer scale through electron backscatter diffrac-
tion (EBSD). Low-voltage operation below 5 kV has improved x-ray spatial
resolution by more than an order of magnitude and provided an effective
route to minimizing sample charging. High-resolution imaging has contin-
ued to develop with a more thorough understanding of how secondary elec-
trons are generated. The field emission gun SEM, with its high brightness,
advanced electron optics, which minimizes lens aberrations to yield an ef-
fective nanometer-scale beam, and “through-the-lens” detector to enhance
the measurement of primary-beam-excited secondary electrons, has made
high-resolution imaging the rule rather than the exception. Methods of x-ray
analysis have evolved allowing for better measurement of specimens with
complex morphology: multiple thin layers of different compositions, and
rough specimens and particles. Digital mapping has transformed classic
X-ray area scanning, a purely qualitative technique, into fully quantitative
compositional mapping. New x-ray detectors using significant departures
in detector concepts and design (x-ray microcalorimetry, silicon drift de-
tectors, and flat crystal spectrometers in conjunction with x-ray capillary
optics) have begun to emerge. These detectors will allow new approaches
to solving problems because of enhanced resolution and x-ray throughput.

During these 10 years we have taught over 1500 students at the Lehigh
Microscopy Summer School. The short course in basic SEM and x-ray
microanalysis forms the basis for this book. The course has continuously
evolved over this past decade to meet changes in the field as well as in the



vi

PREFACE TO THE
THIRD EDITION

needs of our students, whose backgrounds span a huge range of the physi-
cal and biological sciences and diverse technologies. The course evolution
reached the point that the instructors felt that a completely rewritten book
was necessary. In this book, we have incorporated information about the
new capabilities listed above and we have added much new material, in-
cluding specimen preparation for polymers, the use of the focused ion beam
instrument (FIB) for preparing specific areas of specimens for imaging and
analysis, and eliminating charging on nonconducting specimens. We have
retained the key features of the first and second editions, with separate
discussions of the principles of SEM imaging and x-ray spectrometry and
analysis. New chapters (Chapters 5 and 10) contain specialized material
on SEM imaging and x-ray microanalysis for practical specimens. More-
over, we have decided to move some of the detailed and equation-dense
discussions to an accompanying CD, a feature that was not even techni-
cally possible in 1992! In this way, we believe that the true introductory
student will be able to grasp the basic principles of SEM and x-ray micro-
analysis in a more readable form. For the advanced student, detailed x-ray
microanalysis formulations can be found on the CD which accompanies
the book. The capacity of the CD has allowed us to gather all of the data
that formed the last chapter of the 1992 edition as well as new databases to
create a readily available computer-compatible resource for the reader. The
CD also contains numerous color image examples (e.g., stereomicroscopy,
compositional mapping) that could not be reproduced in the printed volume
without greatly increasing the cost.

The authors wish to thank their many colleagues who contributed to
this volume by allowing us to use material from their research, by their
criticism of drafts of the chapters, and by their general support. Although
we are grateful for the vital contributions of the new members of the
teaching/author team, 10 years has not softened the loss of Charles Fiori,
one of the most creative individuals in the history of our field, who died
a few months after the publication of the 1992 edition. One of the au-
thors (JIG) wishes to acknowledge to continuing support of the NASA
Cosmochemistry Program. Another author (JRM) wishes to acknowledge
the support of the United States Department of Energy through the Sandia
Corporation, a Lockheed Martin Company operated for the United States
Department of Energy. Special thanks go to Jane Martel for her help with
the preparation of the manuscript and to Sharon Coe and Dr. David Williams
of Lehigh University for continuing support as the book was developed.

Finally, the authors hope that the book not only will communicate
the critical information necessary to successfully apply scanning electron
microscopy and x-ray microanalysis to the reader’s particular challenges,
but will also convey the excitement that this field offers to those who are
privileged to work in it.

J. I. Goldstein
D. E. Newbury
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Introduction

The scanning electron microscope (SEM) permits the observation and char-
acterization of heterogeneous organic and inorganic materials on a nanome-
ter (nm) to micrometer (um) scale. The popularity of the SEM stems from
its capability of obtaining three-dimensional-like images of the surfaces
of a very wide range of materials. SEM images are used in a wide variety
of media from scientific journals to popular magazines to the movies. Al-
though the major use of the SEM is to obtain topographic images in the
magnification range 10-10,000x, the SEM is much more versatile, as we
shall now see.

Inthe SEM, the area to be examined or the microvolume to be analyzed
is irradiated with a finely focused electron beam, which may be swept in a
raster across the surface of the specimen to form images or may be static
to obtain an analysis at one position. The types of signals produced from
the interaction of the electron beam with the sample include secondary
electrons, backscattered electrons, characteristic x-rays, and other photons
of various energies. These signals are obtained from specific emission
volumes within the sample and can be used to examine many characteristics
of the sample (surface topography, crystallography, composition, etc.).

The imaging signals of greatest interest are the secondary and
backscattered electrons because these vary primarily as a result of differ-
ences in surface topography. The secondary electron emission, confined to
a very small volume near the beam impact area for certain choices of the
beam energy, permits images to be obtained at a resolution approximating
the size of the focused electron beam. The three-dimensional appearance
of the images is due to the large depth of field of the scanning electron
microscope as well as to the shadow relief effect of the secondary and
backscattered electron contrast.

Inthe SEM, characteristic x-rays are also emitted as a result of electron
bombardment. The analysis of the characteristic x-radiation emitted from
samples can yield both qualitative identification and quantitative elemental
information from regions of a specimen nominally 1 xm in diameter and



2

CHAPTER 1

1 um in depth under normal operating conditions. The evolution of the
SEM and the specific capabilities of modern commercial instruments are
discussed below.

1.1. Imaging Capabilities

The scanning electron microscope is one of the most versatile instru-
ments available for the examination and analysis of the microstructural
characteristics of solid objects. A major reason for the SEM’s usefulness
is the high resolution which can be obtained when bulk objects are ex-
amined; instrumental resolution on the order of 1-5 nm (10504 ) is now
routinely quoted for commercial instruments. The high-resolution micro-
graphs shown in Figs 1.1 and 1.2 were taken with a field emission gun
SEM under routine operating conditions. The image in Fig. 1.1 is of a
cross-sectioned semiconductor device coated with a very thin layer of Pt.
The image has a measured spatial resolution of 0.9 nm and represents the
current state of the art in high-resolution imaging. The high-resolution
image in Fig. 1.2 is of Celgard, a stretched and annealed polypropylene
microporous membrane. The details of the porous structure and the size
and shape of the individual pores are shown.

(0@7356-20 9.0kV %308k SE {08nn

Figure 1.1. Ultrahigh-resolution SEM image taken at 9 keV of a cross-sectioned semiconduc-
tor device coated with Pt. The measured spatial resolution is 0.9 nm and represents the current
state of the art in high-resolution imaging. The ultra-fine-grain Pt particles used for coating make
it possible to focus and stigmate this image very accurately. The image was taken on a Hitachi
S5200 at an original magnification of 300,000 x. (Courtesy of Bryan Tracy of AMD.)



Figure 1.2. High-magnification SEM image of Celgard, a stretched and annealed polypropy-
lene microporous membrane. The sample was ion-beam sputter-coated with about 5 nm of Pt and
viewed in a field emission scanning electron microscope at an original magnification of 100,000 x .
The image shows details of the porous structure and the size and shape of the individual pores.

Another important feature of the SEM is the large depth of field, which
isresponsible, in part, for the three-dimensional appearance of the specimen
image. Figure 1.3a shows the skeleton of a small marine organism (the
radiolarian Trochodiscus longispinus) viewed with a light microscope and
Fig. 1.3b shows the same object viewed with the SEM. The greater depth
of field of the SEM provides much more information about the specimen.
Examination of the literature indicates that it is this feature of a high depth
of field that is of the most value to the SEM user. Most SEM micrographs,
in fact, have been produced with magnifications below 8000 diameters
(8000x). At these magnifications the SEM is operating well within its
resolution capabilities. In addition, the SEM is also capable of examining
objects at very low magnification. This feature is useful in forensic studies
as well as other fields because the SEM image complements the information
available from the light microscope. An example of a low-magnification
micrograph of an archaeological subject is shown in Fig. 1.4.

The basic components of the SEM are the lens system, the electron
gun, the electron collector, the visual and photorecording cathode ray tubes
(CRTs), and the associated electronics. The earliest recognized work de-
scribing the concept of a scanning electron microscope is that of Knoll
(1935). Subsequently von Ardenne (1938) constructed a scanning transmis-
sion electron microscope (STEM) by adding scan coils to a transmission

3
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b

Figure 1.3. (a) Optical micrograph of the radiolarian Trochodiscus longispinus. (b) SEM
micrograph of same radiolarian. The greater depth of focus and superior resolving capability of
the SEM are apparent.



Figure 1.4. SEM image of the face of a helmeted, demon-like warrier from the rear of the
handle of an 18th-century Japanese sword. The region of the helmet is gilt. Marker = 1 mm.
(Courtesy of M. Notis, Lehigh University.)

electron microscope (TEM). Both the theoretical basis and practical aspects
of STEM were discussed in fairly complete detail by von Ardenne (1938)
and his instrument incorporated many features which have since become
standard.

The first SEM used to examine thick specimens was described by
Zworykin et al. (1942). The authors recognized that secondary electron
emission would be responsible for topographic contrast. The collector was
biased positive relative to the specimen by 50 V and the secondary electron
current collected on it produced a voltage drop across a resistor. A detailed
analysis of the interrelationship of lens aberrations, gun brightness, and
spot size resulted in a method for determining the minimum spot size as a
function of beam current (Zworykin et al., 1942). Their next contribution
was the use of an electron multiplier tube as a preamplifier for the secondary
emission current from the specimen. Resolution of about 50 nm (500A)
was achieved with this, the first modern SEM, but, by comparison with the
performance then obtainable from the rapidly developing TEM, this figure
was considered unexciting and further development languished.

During the next few years C. W. Oatley and his student D. McMullan
built their first SEM, and by 1952 this unit had achieved a resolution of
50nm (500A ) (McMullan, 1952). McMullan was followed by Smith (1956),
who, recognizing that signal processing could improve micrographs,

5
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introduced nonlinear signal amplification. He also improved the scanning
system by introducing double deflection scanning, and was also the first to
insert a stigmator into the SEM (Smith, 1956).

The next step forward was the improvement of the secondary electron
detector by Everhart and Thornley (1960), who employed a scintillator
to convert the electrons to light, which was then transmitted by a light
pipe directly to the face of a photomultiplier. Replacement of the electron
multiplier by the more efficient photomultiplier increased the amount of
signal collected and resulted in an improvement in signal-to-noise ratio.
Hence, weak contrast mechanisms could be better investigated. Other uses
of the SEM were developed in this time period. For example, Oatley and
Everhart (1957) were able to observe, for the first time, the phenomenon
known as voltage contrast. Later, Wells (1959) made the first studies of the
effects of beam penetration on image formation in the SEM, and was the
first to use stereographic pairs to produce three-dimensional SEM images
(Wells 1960).

Pease (1963) built a system, known as SEM V, with three magnetic
lenses, which also employed the Everhart-Thornley detector system. This
instrument became the prototype of the first commercial instrument, the
Cambridge Scientific Instruments Mark [ “Stereoscan” (Pease, 1963; Pease
and Nixon, 1965). A. D. G. Stewart and co-workers at the Cambridge
Scientific Instrument Co. carried out the commercial design and packaging
of the instrument. [For a detailed history of the development of the SEM,
see Oatley (1972).] In the ensuing years, more than 50,000 SEM units have
been sold by a dozen or more manufacturers in the U.S., UK., Holland,
Japan, Germany, and France.

Since the first commercial instrument of 1965, many advances have
been made. One of these was the development of high-brightness elec-
tron sources such as the lanthanum hexaboride (LaBg) electron cathode.
With this source more electron current can be concentrated into a smaller
beam spot and an effective improvement in resolution can be obtained.
The field emission electron source, first used in the SEM in 1942, has now
been developed to the point where it can be routinely used for the high-
est resolution imaging. The advantage of the field emission gun is that
the source is very small, so that a probe of nanometer size with a very
high brightness can be obtained. This brightness allows about 1000 times
more current in the smallest electron probes than the conventional tung-
sten filament gun. Field emission sources, however, require clean, high
vacuums of the order of 1078 Pa (107!° torr) or better to operate reli-
ably, and such pressures require special attention to vacuum technology.
Despite the increased cost and complexity of field emission SEMs, these
microscopes have found widespread application in many research and tech-
nology fields where higher resolution and low-beam-energy capabilities are
important.

Most modern SEMs are equipped to store images digitally, although
in older instruments images are still made by photographing cathode ray
tube images directly. Images can be observed on a computer screen, printed



directly, and/or retained on a CD or other storage device for later obser-
vation or as a permanent record. Once in digital form the image can be
processed in a variety of ways, such as nonlinear amplification, differ-
entiation, and many other new and productive ways. The availability of
powerful and inexpensive computers equipped with large storage capacity,
high-resolution displays, and software packages capable of a full range of
processing and quantitative functions on digital images gives the micro-
scopist an unprecedented degree of flexibility and convenience in using the
output of the SEM.

Other advances in the use of the SEM involve contrast mechanisms not
readily available in other types of instrumentation, such as electron chan-
neling contrast, produced by variations in crystal orientation, and magnetic
contrast from magnetic domains in uniaxial and cubic materials.

Some of the first scanning micrographs were of biological materials,
such as hard-shell insects and wood fibers, that were strong enough to with-
stand the process of being dried in air without distortion (Smith and Oatley,
1955). Later Thornley (1960) showed SEM images of freeze-dried biologi-
cal material examined at 1 keV to avoid charging. However, advances in the
biological field have depended to some extent on needed advances in spec-
imen preparation. Most biological specimens are wet, radiation-sensitive,
thermolabile samples of low contrast and weak electron emissivity and are
invariably poor conductors. Much attention has been paid to stabilizing del-
icate organic material, removing or immobilizing the cellular fluids, and
coating the samples with a thin layer of a conducting metal. The devel-
opment of low-temperature stages has helped to reduce the mass loss and
thermal damage in sensitive specimens ( Echlin, 1992).

One of the most important recent developments is the variable-pressure
scanning electron microscope (VPSEM). This type of instrument allows
the examination of surfaces of almost any specimen, wet or dry, because the
environment around the specimen no longer has to be at high vacuum (see
reviews by Danilatos, 1991, 1993). The environment can be water vapor
or other gases in the pressure range from 25 to 2,500 Pa(0.2 to 20 torr). A
differential pumping system is used to maintain the electron gun at high
vacuum while the specimen is under a much higher pressure. In its modern
form, the VPSEM can detect secondary and backscattered electrons as
well as x-rays. Figure 1.5 shows the crystal growth of mixed NaCl and KCl
from solution. The crystal growth is shown in a series of four images. This
instrument can be used to study insulating, uncoated, wet, and generally
untreated specimens. Biological samples are ideal for study in the VPSEM.
In addition, experiments can be performed in the instrument in which the
specimen surface may interact with the gaseous atmosphere.

The large depth of field available in the SEM makes it possible to
observe three-dimensional objects using stereoscopy. Three-dimensional
images allow different morphological features to be correctly interpreted
and definitively measured. Equipment has been developed which allows
quantitative evaluation of surface topography and for direct, real-time, high-
resolution, stereo viewing in the SEM.
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Figure 1.5. Crystal growth of mixed
NaCl and KCl growing out of solution. The
water was condensed from the water vapor
after lowering the specimen temperature to
6°C with a Peltier stage in the instrument.
After condensing the water and dissolving
the salts, the process was reversed by low-
ering the pressure of the water vapor below
saturation. The crystal growth is shown in a
series of four images.
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1.2. Structure Analysis

One of the most promising advances in the development of the SEM
is the capability to determine the crystal structure and grain orientation of
crystals on the surface of prepared specimens. This capability makes use
of diffraction of the backscattered electrons emerging from the specimen
surface (see review by Schwarz et al. 2000) and is known as electron back-
scattering diffraction (EBSD). To collect maximum intensity in the diffrac-
tion pattern, the specimen surface is steeply tilted at an angle of typically
70° from the horizontal. The intensity of backscatter Kikuchi patterns is
rather low, as is the contrast of the signal, so extremely sensitive cameras
and contrast enhancement facilities are required. The recent breakthrough
in the application of Kikuchi patterns to bulk samples was marked by the
development of a system for recording backscatter Kikuchi patterns using
a highly sensitive video camera or more recently a very sensitive charge-
coupled-device (CCD) camera. These patterns are then analyzed with a
computer-assisted indexing method. Automated indexing of patterns and
computer-automated crystal lattice orientation mapping allow this tech-
nique to identify phases and show misorientation across grain boundaries,
respectively. Figure 1.6 shows the EBSD pattern of hematite, Fe,;Os.

1.3. Elemental Analysis

The scanning electron microscope can also be used to obtain compo-
sitional information using characteristic x-rays. The development of an in-
strument for obtaining localized chemical analysis of solid samples (called
an electron probe microanalyzer, EPMA) occurred at the same time as the
development of the SEM.

The concept of the electron probe microanalyzer was patented in the
1940s (Hillier, 1947). It was not until 1949 that R. Castaing, under the
direction of A. Guinier, described and built an instrument called the “mi-
crosonde éléctronique” (Castaing, 1951). In his doctoral thesis Castaing
not only demonstrated that a localized chemical analysis could be made on
the surface of a specimen, but also outlined the approach by which this in-
formation could be quantified. Recognition of the complexity of converting
x-ray intensities to chemical composition has led numerous investigators
over the past 50 years to refine the theoretical treatment of quantitative
analysis first proposed by Castaing.

During the early 1950s several EPMA instruments were developed in
laboratories in Europe and the United States. The first commercial EPMA
instrument was introduced by CAMECA in France in 1956. The electron
optics consisted of an electron gun followed by reducing lenses that formed
an electron probe with a diameter of approximately 0.1-1 ym on the spec-
imen. A light microscope for accurately choosing the point to be analyzed
and one or more wavelength-dispersive spectrometers (WDS) for analyz-
ing the intensity of x-ray radiation emitted as a function of energy are also
part of the instrument.



Figure 1.6. BSED pattern of hematite, Fe;O3. The image was taken at 20 keV.

Cosslett and Duncumb (1956) designed and built the first scanning
electron probe microanalyzer at the Cavendish Laboratories in Cambridge,
England. Whereas all previous electron microprobes had operated with a
static electron probe, Cosslett and Duncumb swept the beam across the
surface of a specimen in a raster, as is done in current SEMs. Although
the concept of a local x-ray analysis is in itself a strong incentive for the
utilization of a microprobe, the addition of the scanning concept was an
extremely significant contribution. The SEM and EPMA were considered
separate instruments for another decade. Today we consider the EPMA as
a specially outfitted SEM with light optics and one or more WDS units.

The addition of an energy-dispersive spectrometer (EDS) to an electron
probe microanalyzer (Fitzgerald et al., 1968) to measure x-rays signaled
the eventual coupling of such instrumentation to the SEM. These x-ray
detectors were based upon the lithium drifted Silicon [Si(Li)] solid-state
detector. Modern energy-dispersive spectrometers are capable of detect-
ing characteristic x-rays of all elements above atomic number 4 at typical
beam currents used for secondary electron imaging in the SEM. The vast
majority of SEMs sold today are equipped with EDS capabilities. The EDS
system offers a means of rapidly evaluating the elemental constituents of
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a sample. In addition to rapid qualitative analysis, accurate quantitative
analysis can also be achieved with EDS x-ray spectrometry. In a typical
SEM equipped with EDS and WDS x-ray detectors, the EDS is used to
measure characteristic x-rays from major elements (>10 wt%) in a sam-
ple, whereas the WDS is used to measure characteristic x-rays from minor
or even trace elements (<0.1 wt%) in a sample. After many years where the
principal focus in spectrometer development concentrated on incremental
improvements in existing technologies, a number of recent developments
have resulted in more significant departures in detector concepts and de-
sign. These recent developments include x-ray microcalorimetry, silicon
drift detectors, and the use of flat crystal spectrometers in conjunction with
capillary x-ray optics. These new x-ray spectrometers will find increasing
use on SEM instruments.

A modern EPMA typically has the normal capabilities of the SEM,
two or more wavelength spectrometers (WDS), a light-optical microscope
to observe the specimen surface, and an electron beam current which is
stabilized for x-ray analysis. The sample is analyzed nondestructively, and
quantitative analysis can be obtained with a spatial resolution of the order
of 1 um on the sample. For flat-polished samples analyzed normal to the
electron beam, an accuracy of the order of 1-2% of the amount present for
a given element (5-10% in biological materials) can be obtained.

Figure 1.7 shows an example of a quantitative microprobe analysis of
a flat-polished sample. In this example, the concentrations of C, Fe, Ni,
and Co are measured across a 20-um-wide carbide phase (cohenite). This
phase nucleated and grew by a diffusion-controlled process in a ferrite o-
bce-phase matrix during cooling of a lunar metal particle on the moon’s
surface (Goldstein et al., 1976). In this example, the ability of the EPMA to
measure the concentration of low-atomic-number elements such as carbon
is also demonstrated. Figure 1.8 shows an example of an analysis of Mg,
Al and Si in the leaf of the tea plant Camellia sinensis (L). The analysis
was carried out at various places in the upper epidermis cells of the tea
leaf. Figure 1.8a shows the SEM image of a frozen-hydrated fracture face
of the leaf. The upper epidermis cells are in a single layer at the bottom of
the image. Figures 1.8b and 1.8c show EDS spectra from an analysis point
within the walls of the upper epidermal cells. The Mg and Al K « peaks are
visible in Fig. 1.8c. The Mg, Al, and Si concentrations are low, 725, 250,
and 300 ppm, respectively.

Another important feature of the SEM with EDS and/or WDS is
its capability of compositional mapping using characteristic x-rays. Fig-
ure 1.9 shows the distribution of Fe, Ni, and P among the major phases
of the Goose Lake iron meteorite. The Widmanstatten structure is shown
in the optical micrograph (Fig. 1.9a). The major phase of the structure,
kamacite, is Ni-poor and Fe-rich. Magnifications up to 2500x are possi-
ble without exceeding the x-ray spatial resolution of the instrument. The
attractiveness of this form of data gathering is that detailed microcomposi-
tional information can be directly correlated with light-optical and electron
metallography. In this example, all metal regions with Ni contents less than



Figure 1.7. Analysis of metal particles in lunar rock
73275. (a) A reflected light micrograph of metal parti-
cles in lunar rock 73275.68. The « phase surrounds the
cohenite and the arrows indicate the extent of the micro-
probe scan shown in (b) (Goldstein et al., 1976). Marker
= 16 pum. (b) Variation of C, Fe, Ni, and Co concen-
trations across a cohenite (Fe3C) particle in lunar rock
73275 as shown in (a).
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Figure 1.8. Analysis of Mg, Al, and Si
in the leaf of the tea plant Camellia sinen-
sis (L). (a) A low-temperature (120 K)
secondary SEM micrograph of a frozen-
hydrated fracture face of a young leaf of the
tea plant Camellia sinensis (L). The sam-
ple was plasma-magnetron sputter-coated
with 2 nm of Cr. The leaf is made up of
several distinct cell types. Analyses were
carried out in the upper epidermal cells.
A single layer of upper epidermal cells is
shown at the bottom of the image. The im-
age was taken at 5 keV and 35 pA beam
current. The magnification marker is 5 pm.
(b) EDS spectrum of a typical analysis area.
(c) Detail of the EDS spectrum showing
the Mg, Al and Si x-ray peaks. The spectra
were taken with an ultrathin window detec-
tor. Because the sample is fully hydrated,
the predominant elemental constituents are
oxygen and carbon. The Mg, Al, and Si con-
tents are of relatively low concentrations,
727,250, and 300 ppm, respectively.
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Figure 1.9. Distribution of Fe, Ni, and P between the major phases of the Goose Lake iron meteorite. (a) The Widmanstatten
structure in the etched optical micrograph, (b) the BSE signal from a nonetched flat-polished region, and (c) the Fe, Ni, and P
distributions. The field of view is 0.5 x 0.5 mm. The major phase of the structure, kamacite, is Ni-poor and Fe-rich. All metal
regions with Ni contents less than 10 wt% are black in the Ni K« compositional map. The phosphide inclusion can be observed
in the optical and BSE micrographs. The inclusion is relatively Fe-poor and Ni-rich. (Courtesy of D. Newbury, NIST.)
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10 wt% are black in the Ni K« compositional map. Phase identification
is made much easier in this application. The phosphide phase, schreiber-
site [(Fe, Ni);P], can be observed in the optical and backscattered electron
images and clearly identified because of its relatively low Fe and high Ni
content. In addition, the variety of signals available from the standard SEM
(backscattered electrons, secondary electrons, etc.) can provide useful in-
formation about surface topography and composition in small regions of the
specimen.

In the years since the development of the first EPMA instrument many
advances have been made. Of particular importance was the development
of diffracting crystals of organic molecules having large interplanar spac-
ings (Henke, 1965). These crystals enable long-wavelength x-rays from
low-atomic-number elements (B, C, N, O) to be measured with wavelength-
dispersive spectrometers. More recently large-interplanar-spacing diffrac-
tors have been developed using physical vapor deposition of alternating
layers of heavy and light elements. The ability to detect the low-atomic-
number elements enables users of the EPMA to investigate many new types
of problems with the instrument (see Fig. 1.7).

Recently, instruments have been developed allowing reliable analysis
at low-electron-beam and low x-ray energies. The advantage of low elec-
tron beam energy is that one can minimize the x-ray source size and can
minimize the effect of absorption in the quantitation procedure. Surface
effects can be more easily measured, although carbon contamination of the
sample surface due to the modest vacuum of the SEM is sometimes of
concern.

The x-ray microanalysis of biological and polymeric materials is beset
by the same problems associated with the examination of these samples
in the SEM. In addition, the experimenter has to be very careful that the
elements being measured remain at the specimen analysis point during mea-
surement and are not removed or relocated by the preparative procedure. Al-
though specimen preparation for biological material is more exacting than
the procedures used in the material sciences, the quantitation methods are,
in principle, somewhat simpler. These methods are based on the analysis of
thin sections, where absorption and fluorescence effects may be neglected.
However, biological and organic material are all too easily damaged by the
electron beam and much effort in the past decade has gone into devising
instrumentation as well as preparative and analytical procedures, such as
low-temperature analysis, to limit specimen damage in such samples.

After application of the SEM with x-ray measuring capability was
extended to nonmetallic specimens, it became apparent that other types of
excitation phenomena might also be useful. For example, the color of visible
light (cathodoluminescence) produced by the interaction of the electron
probe with the specimen has been associated with the presence of certain
impurities in minerals (Long and Agrell, 1965). In addition, visible photon
emission produced from the recombination of excess electron—hole pairs
in a semiconductor can be studied (Kyser and Wittry, 1966). Measurement
of cathodoluminescence has now been developed as another important use
of the SEM, particularly in the microelectronics industry.



Increased use of computer automation in conjunction with the SEM has
greatly improved the quality and quantity of the data obtained. Computer
programs have been developed to convert x-ray intensity ratios into chem-
ical compositions, primarily because some of the correction parameters
are functions of concentration and hence make successive approximations
necessary. These programs enable the calculation of compositions within
a few seconds so that the operator has greater flexibility in carrying out
analyses. In addition, computer automation can be used to control the elec-
tron beam, specimen stage, and spectrometers. Automation greatly facili-
tates repetitive-type analysis, increases the amount of quantitative analysis
performed, and leaves the operator free to concentrate on evaluating the
analysis.

The development of quantitative compositional mapping provides an-
other strong link between the imaging, the quantitative elemental analysis
capability, and the use of computer automation in the SEM. In quantita-
tive compositional mapping, a complete quantitative analysis is carried out
under computer control at every discrete beam location in a scanned field.
Arrays of numerical concentration values corresponding to the beam po-
sitions on the specimen are assembled into images with a digital image
processor by encoding the concentration axes with an appropriate gray or
color scale. The resulting images, or compositional maps, are supported at
every picture element (pixel) by the complete numerical concentration val-
ues. In this way, the analyst can readily recover the analysis corresponding
to any single pixel or array of pixels, and the compositional maps can be
correlated with SEM images prepared from any of the available signals.

1.4. Summary and Outline of this Book

In its current form, the SEM is both competitive with and complemen-
tary to the capabilities offered by other microscopes. It offers much of the
same ease of use and image interpretation found in the conventional light
microscope while providing an improved depth of field, higher magnifica-
tion, analytical capabilities, and the benefits of image processing. Although
the SEM lacks the three-dimensional optical sectioning abilities of confo-
cal microscopes, the analytical capabilities of the SEM provide elemental
and crystallographic information that cannot be obtained on light-optical
instruments. In fact, SEMs with field emission guns have lateral image
resolutions in the nanometer range, which in many cases are directly com-
parable with the transmission electron microscope. The SEM has the added
advantage that the specimen need not be made thin enough to be transparent
to electrons. In some cases, the lateral resolution of a high-performance
SEM on solid specimens is even comparable with that obtained by the
scanning tunneling microscope or the atomic force microscope.

The SEM is also capable of being used for quantitative chemical mea-
surements in solid samples at the micrometer level. EDS and WDS detectors
supply the necessary x-ray data. Better spatial resolution approaching the
nanometer level can be obtained with the analytical electron microscope,
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but this capability requires preparing electron-transparent samples. The
SEM is complementary to the light microscope, enabling the analyst to
obtain detailed chemical information from phases and phase boundaries
observed with the optical microscope. An overview of the SEM technique
is given in Appendix A and an overview of x-ray microanalysis in Ap-
pendix B to this chapter. It is clear, therefore, that the SEM is a versatile and
powerful instrument and, with topographic, crystallographic, and chemi-
cal information from the same instrument, is a major tool in research and
technology.

The SEM community consists of users with an enormous diversity in
technical backgrounds. The material of this book is primarily introductory.
The authors have attempted to lay out how the instrument works and how
to make optimum use of the instrument. The number of equations is kept to
a minimum and the important concepts are also explained in a qualitative
manner. It is also a comprehensive text. In some cases, where more complex
concepts are of importance, these concepts are discussed in Enhancement
sections, which are placed in the CD that accompanies the book. Advanced
texts on SEM and x-ray microanalysis are planned to replace the 1986
Publication, Advanced SEM and x-ray Microanalysis.

The text is developed as follows: The electron-optical system and the
electron signals produced during electron bombardment in the SEM are
discussed in Chapters 2 and 3. Following these chapters is a discussion
of image formation in the SEM, Chapter 4, and a discussion of special
SEM topics including the VPSEM and electron backscattering diffraction
(EBSD), Chapter 5. The next five chapters discuss x-ray microanalysis:
x-ray production, Chapter 6, x-ray spectral measurement (EDS and WDS),
Chapter 7; qualitative x-ray analysis, Chapter 8; quantitative x-ray analysis,
Chapter 9; and special x-ray techniques, Chapter 10. The last four chapters
deal with specific types of samples and their preparation for SEM and x-
ray analysis: specimen preparation for solid materials, Chapter 11; polymer
materials, Chapter 12; biological and hydrated materials, Chapters 13 and
14; and coating and conductivity techniques, Chapter 15.

Appendix A. Overview of Scanning
Electron Microscopy

Basic Information. Size, shape, fine structure at the micrometer to
nanometer scale.

Specimen Types:

e General: Thick, bulk (millimeter to centimeter dimensions), solid, low
vapor pressure (no water); conductors (at least semiconducting)

e Special: Microscopic particles; film(s)-on-substrate; fixed biological
specimens; wet specimens (variable-pressure or environmental SEM);
nonconductors with conductive coating (conventional high beam energy
and high vacuum) or uncoated (low beam energy, high vacuum; or high
beam energy, variable-pressure or environmental SEM)



Signals Detected: 19
¢ Backscattered electrons (BSE)
e Secondary electrons (SE) INTRODUCTION
e Specimen, absorbed, induced currents (SC)

Resolution (Lateral):
¢ Conventional electron source: 10-50 nm
¢ Field emission electron source: 1-5 nm

Resolution (Depth):
¢ 10-1000 nm (BSE)
e 1-10 nm (SE)

Depth of Field. Selectable with final aperture: 0.1—1 unit of the image
field width; high value enables stereomicroscopy for three-dimensional
recognition.

Types of Image Information:
¢ Topography (SE, BSE)
e Composition (BSE)
¢ Crystal orientation (BSE)
¢ Electrical field (SE)
e Magnetic field (SE, BSE)
¢ Beam-induced current (SC)

Appendix B. Overview of Electron Probe
X-Ray Microanalysis

Basic Information. Elemental identification and quantification.

Specimen Types:
e [deal: Bulk specimen (millimeter to centimeter dimensions) polished flat
to mirror finish, conductive
e Special cases: Particles, foils, film-on-substrate, rough surfaces, beam-
sensitive specimens (especially biological), nonconductors

Spectrometer Types:
¢ Energy-dispersive x-ray spectrometer (130-eV resolution at Mn K «)
e Wavelength-dispersive spectrometer (8-¢V resolution at Mn K )

Signals Detected:
¢ Characteristic x-rays (identify elements)
e Continuum x-rays (background)

Speed:
¢ Qualitative analysis: 10-100 s (EDS)
¢ Quantitative analysis: 100-500 s
e Mapping: 1000-10,000 s
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Elements Detected. Z > 4 (Be).

Accuracy (95% of Analyses):
e Flat, bulk target: 5% relative for pure-element standards and matrix
correction calculations, and +25% relative for “standardless” analysis
e Particles, rough surfaces: +50% relative

Limits of Detection:
e WDS: 10-100 parts per million (ppm)
e EDS: 1000-3000 ppm

Analytical Resolution (Lateral):
e Low Z: 1-5 um
e High Z: 0.2-1 um
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The SEM and Its Modes
of Operation

Obtaining a low-magnification (<1000x) image of a rough three-
dimensional object is remarkably easy with an SEM. To obtain all the
information the SEM can provide, however, requires an understanding of
the major modes of microscopy and the electron beam parameters that affect
them. We will discuss the following microscopy modes: resolution mode,
high-current mode, depth-of-focus mode, and low-voltage mode. The elec-
tron beam diameter at the specimen limits the image resolution, and the
amount of electron current in the final probe determines the intensity of
the secondary and backscattered electron and x-ray signals. Unfortunately,
the smaller the electron probe, the lower is the probe current available
and the poorer is the visibility of image features. The angle of the coni-
cal beam impinging on the specimen governs the range of heights on the
specimen that will simultaneously be in focus. The accelerating voltage
(kilovolts) of the beam determines how faithful the image will be in repre-
senting the actual surface of the specimen. The operator must control these
beam parameters to achieve optimum results in each microscopy mode. In
this chapter we will describe the electron beam optical column, the modes of
microscopy, and the important relationship between electron probe current
and electron probe diameter (spot size).

2.1. How the SEM Works

The basic concepts given throughout this chapter apply to all SEMs
even though the details of electron-optical design vary from manufacturer
to manufacturer. This section provides a brief overview of the operation of
the SEM by describing the functions of the various subsystems.

2.1.1. Functions of the SEM Subsystems

The two major components of an SEM are the electron column and
the control console (Fig. 2.1). The electron column consists of an electron
gun and two or more electron lenses, which influence the paths of electrons
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Figure 2.1. The two major parts of the SEM, the electron column and the electronics console.
(Reprinted with permission of The Morning Call, Allentown, PA.)

traveling down an evacuated tube. The base of the column is usually taken
up with vacuum pumps that produce a vacuum of about 10~* Pa (about
10~° torr, or roughly one billionth of atmospheric pressure). The control
console consists of a cathode ray tube (CRT) viewing screen and the knobs
and computer keyboard that control the electron beam.

2.1.1.1. Electron Gun and Lenses Produce a Small Electron Beam

The electron gun generates electrons and accelerates them to an energy
in the range 0.1-30 keV (100-30,000 electron volts). The spot size from a
tungsten hairpin gun is too large to produce a sharp image unless electron
lenses are used to demagnify it and place a much smaller focused electron
spot on the specimen, as shown schematically in Fig. 2.2. Most SEMs can
produce an electron beam at the specimen with a spot size less than 10 nm
(100A) that contains sufficient probe current to form an acceptable image.
The beam emerges from the final lens into the specimen chamber, where it
interacts with the specimen to a depth of approximately 1 wm and generates
the signals used to form an image.

2.1.1.2. Deflection System Controls Magnification

The scanned image is formed point by point. The deflection system
causes the beam to move to a series of discrete locations along a line and
then along another line below the first, and so on, until a rectangular ‘raster’
is generated on the specimen. Simultaneously, the same scan generator
creates a similar raster on the viewing screen. Two pairs of electromagnetic
deflection coils (scan coils) are used to sweep the beam across the specimen.
The first pair of coils deflects the beam off the optical axis of the microscope
and the second pair bends the beam back onto the axis at the pivot point
of the scan (Fig. 2.3). The magnification M of the image is the ratio of the
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Figure 2.2. Schematic drawing of the electron column showing the electron gun, lenses, the
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Figure 2.3. Deflection system inside the final lens. Working distance W is the distance between
the specimen and the bottom of the final lens polepiece.
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length of the raster on the viewing screen to the corresponding length of
the raster on the specimen (L). For example, a 100-um-wide raster on the
specimen displayed on a 10-cm-wide viewing screen generates an image
of 1000x magnification. When the operator requests an increase in image
magnification, the scan coils are excited less strongly, so that the beam
deflects across a smaller distance on the specimen. Note that the raster
size on the specimen also depends on the working distance, the distance
from the specimen to the bottom of the final lens. In a modern SEM the
magnification is automatically compensated for each working distance to
assure that the indicated magnification is correct.

2.1.1.3. Electron Detector Collects the Signal

Contrast in an image arises when the signal collected from the beam—
specimen interaction varies from one location to another. When the electron
beam impinges on the specimen, many types of signal are generated (see
Chapter 3 for a detailed discussion of beam—specimen interactions), and any
of'these can be displayed as an image. The electronics of the detector system
converts the signals to point-by-point intensity changes on the viewing
screen and produces an image (see Chapter 4 for a detailed discussion
of image formation). The two signals most often used to produce SEM
images are secondary electrons (SE) and backscattered electrons (BSE).
The standard Everhart-Thornley (E-T) detector collects both secondary
and backscattered electrons as shown in Fig. 2.4. Both SE and BSE signals
are collected when a positive voltage is applied to the collector screen in
front of the detector. With a negative voltage on the collector screen, a pure
BSE signal is captured because the low-energy SEs are repelled. Electrons
captured by the scintillator/photomultiplier are then amplified for display
on the viewing CRT. Although SEs and BSEs have been discussed here, any
signal that can be collected and amplified may be used to form an image
in the SEM.

Secondary
Electrons (SE)

Electron
Beam
Backscattered

Electrons (BSE) Collector Voltage

+300V for SEs and BSEs
-100V for BSEs only
f +12kV
CRT
PMT = Amp — Intensity
= Scintillator
Collector Light Pipe

Figure 2.4. Diagram showing backscattered and secondary electron collection of these signals
by the Everhart-Thornley (E-T) detector.



2.1.1.4. Camera or Computer Records the Image

Older SEMs have a separate CRT for slow-scan recording of images
onto photographic film or, alternatively, a video printer to produce a hard
copy of the CRT image. Modern SEMs store their images in digital form
in a computer for processing and printing at a later time.

2.1.1.5. Operator Controls

The first controls that an operator must master are those that control
the creation of the electron beam: the accelerating voltage and the emission
current. Next come the lens controls: the condenser lens control determines
both the amount of beam current available and the minimum beam size, and
the objective lens control allows the beam to be focused so that the small-
est diameter is located exactly at the specimen surface. Finally, because
some locations on the specimen surface may appear too light or too dark
on the viewing screen, signal controls, labeled contrast (or “dark level”)
and brightness, are provided to trim or expand the displayed intensity until
a reasonable image is shown on the viewing screen. Observing the signal
trace (line scan waveform) on an oscilloscope is a valuable means of un-
derstanding the action of these controls. Note that whereas focusing is an
activity similar to that on the light microscope, frequent adjustments of the
contrast and brightness between focusing operations are also required on
the SEM to produce an image on the screen.

2.1.2. SEM Imaging Modes

Images can provide much more information about a specimen if we
understand the conditions under which they are taken. The limiting sharp-
ness and feature visibility of SEM micrographs are dependent upon four
parameters: the electron probe size d,,, the electron probe current i, the
electron probe convergence angle «j,, and the electron beam accelerating
voltage Vj (kV) as shown in Fig. 2.5. The probe or spot size d, is defined as

Figure 2.5. Four major electron beam parameters are defined where the electron probe im-
pinges on the specimen: electron probe diameter dj,, electron probe current #,, electron probe
convergence aj,, and electron beam accelerating voltage V;.
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the diameter of the final beam at the surface of the specimen. In this book
the term electron beam refers to electrons at any point in the column be-
yond the electron gun, whereas the term electron probe refers to the focused
electron beam at the specimen. The probe current i, is the current that im-
pinges upon the specimen and generates the various imaging signals. The
electron probe convergence angle o, is the half-angle of the cone of elec-
trons converging onto the specimen. We use the term convergence angle
when we are specifically dealing with the beam at the specimen where it
converges; at other locations in the column the beam angle may be diverg-
ing. The final beam parameter we will discuss here is the accelerating volt-
age V, of the electron gun. Each of these four beam parameters dominates
one of the four major SEM imaging modes: resolution mode, high-current
mode, depth-of-focus mode, and low-voltage mode. The effects on each
image made when key beam parameters are varied are shown in Fig. 2.6.

Figure 2.6. Main imaging modes of the SEM. Represen-
tative images of a stainless steel metal filter (courtesy of the
Mott Corporation). (a) Effect of probe size and probe current
on resolution mode and high-current mode. Voltage 20 kV;
magnification marker = 890 nm. (Top Left) Smallest probe
size carrying the minimum current for an image (dj, ~ 15nm,
ip =1pA). (Top Right) Small probe size with adequate cur-
rent (d, ~ 20 nm, i, = 5 pA). (Bottom) High-current mode
with a large beam size too large for a magnification over
10,000 (d, ~ 130 nm, i, = 320 pA).
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For the highest resolution image, d, must be as small as possible while THE SEM AND ITS
at the same time containing sufficient beam current to exceed the visibility MODES OF
threshold (discussed in Chapter 4) for the contrast produced by the features OPERATION

of interest. Resolution refers to the size of the finest details that can be
observed. To image the finest details of the specimen surface, the probe
diameter must be comparable with or smaller than the feature itself. Reso-
lution mode is only meaningful at high image magnifications (>10,000x)
where these small details can be observed because at low magnifications
image sharpness is controlled by the display parameters (see Chapter 4).

2.1.2.2. High-Current Mode

For the best image visibility and quality, large beam currents i, are
required. Unless the contrast between an image feature and background is
distinguishable above random signal fluctuations (noise), detail cannot be
observed even if the spot size is small enough for it to be easily resolved.
Large beam currents are also necessary for successful x-ray microanalysis
because only a small fraction of beam interactions result in x-ray emission.

Figure 2.6a illustrates the interplay of the high-resolution mode and
high-current mode. The top left photo is taken with a small probe size
(dp ~ 15 nm, i, = 1 pA) and the original magnification of the image was
11,200x. Note that, although the beam size is small and the resolution
of the image is adequate, there is considerable noise in the image and
the feature contrast is low. Some features are resolved, but they cannot be

Figure 2.6. (Continued) (b) Effect of convergence angle on depth-of-focus mode. Voltage, 20 kV; magnification marker =
11.6 pum. Varying aperture size. (Left) Large beam convergence angle («t, = 15 mrad). (Right) Small beam convergence angle
(ap = 1 mrad). A loss of backround features occurs as the convergence angle (and aperture size) increases.
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observed easily because of the poor visibility. As the probe size and current
are increased (d, ~ 20 nm, i, = 5 pA), as in the top right photo, the re-
solution is about the same as the top left image, but the image is no longer
noisy. In this photo the feature visibility and resolution are excellent. In-
creasing the probe size and current further (d, ~ 130 nm, i, = 320 pA),
as in the lower photo, blurs the image. The resolution is inadequate, that
is, the probe size d,, is too large at the magnification of the image. Only at
lower magnification would the image appear sharp.

2.1.2.3. Depth-of-Focus Mode

For the best depth of focus «, must be as small as possible. By making
the beam convergence angle low, the beam diameter changes only a little

Figure 2.6. (Continued ) (c) Effect of accelerating volt-
age for the low-voltage mode. Magnification marker =
20 pum. Surface detail of a surface oxide growth on copper:
(top left) S kV, (top right) 15 kV, (bottom) 30 kV. The 5-kV
image shows greater surface detail. The high-kV image
shows loss of information about the surface oxide due to
beam penetration.



over a long vertical distance and so features on the surface at different
heights will all appear to be in focus at the same time. Figure 2.6b shows
a stainless steel metal filter viewed with a large beam convergence angle
(ap = 15 mrad, left) and a small beam convergence angle («p, = 1 mrad,
right). For the large beam convergence angle, the central feature below
the top surface is out of focus and no surface detail can be seen. For the
small beam convergence angle, both the top surface and the lower surface
are in focus. The large depth of focus of the SEM is one of its greatest
strengths.

2.1.2.4. Low-Voltage Mode

At low accelerating voltages (<5 kV), the beam interaction with the
specimen is confined to regions very close to the surface. This provides an
image which is rich in surface detail compared to those obtained at higher
accelerating voltages (15-30 kV), where the beam penetrates beneath the
surface and the emerging signal electrons mostly carry information about
the interior of the sample. Figure 2.6¢ shows the surface detail of a surface
oxide growth on copper: top, 5 kV; middle, 15 kV; bottom, 30 kV. The 5-kV
image shows greater surface detail. The high-kilovolt images show decreas-
ing amounts of information about the surface of the sample. Although the
low-voltage mode provides enhanced surface detail, image resolution may
be poorer.

2.1.3. Why Learn about Electron Optics?

In most cases, we would like to have the benefits of all these imaging
modes simultaneously; however, each mode requires particular settings of
the electron gun, lens strength, working distance, and aperture size. Some
modes tend to be mutually exclusive: i, is inescapably reduced when d,
and o, are made small. When the voltage is lowered, d,, increases and i,
decreases. The four beam parameters must be chosen to obtain appropriate
imaging conditions in each situation. Therefore, an elementary understand-
ing of electron optics inside the electron column is necessary for intelligent
SEM operation.

2.2. Electron Guns

The purpose of the electron gun is to provide a stable beam of electrons
of adjustable energy. Several types of electrons guns are used on commer-
cial SEMs. These vary in the amount of current they can produce into a
small spot, the stability of the emitted current, and the lifetime of the source.
Most older SEMs use tungsten or LaBg thermionic emitters, but, increas-
ingly, new microscopes are equipped with cold, thermal, or Schottky field
emission sources because these provide enhanced performance, reliability,
and lifetime.
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2.2.1. Tungsten Hairpin Electron Guns

The most common electron gun consists of three components: a tung-
sten wire filament (“hairpin”) serving as the cathode (negative electrode),
the grid cap or Wehnelt (control electrode), and the anode (positive elec-
trode) as schematically shown in Fig. 2.7. These components are main-
tained at different electrical voltages by appropriate connections to the
high-voltage supply, which is variable in the range 0.1-30 kV. For example,
if the accelerating voltage is set to 20 kV, the filament will be placed at
—20,000 V with respect to the anode, which is at ground potential. The grid
cap is set to a voltage slightly more negative than the filament to provide a
focusing effect on the beam.

2.2.1.1. Filament

The tungsten hairpin filament gun is now over 70 years old, but it
is reliable, well-understood, and inexpensive (Haine and Einstein, 1952;
Haine and Cosslett, 1961), and for many SEM applications, such as low-
magnification imaging or x-ray microanalysis, still remains the best choice.
The cathode is a tungsten wire, about 100 um in diameter, bent into a V-
shaped hairpin with a tip radius about 100 um (Fig. 2.8). Thermionic
emission produces significant beam current only when the filament is at
white heat. Thus the filament is heated resistively by a current iy to a temper-
ature of 2000—2700 K. Thermionic electrons are then emitted from the tip

Filament Heating Supply

Filament

" ‘g\ Bias

Wehnelt Resistor
Cylinder Vbias = le Rpias
(Grid Cap)

© High

Voltage
—C Suppl

4 pply
Equipotentials . Emission

Current ig

Anode Plate
Beam Current ip,

Figure 2.7. Schematic diagram of the conventional self-biased thermionic tungsten hairpin
electron gun. (Adapted from Hall, 1966.)
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2.2.1.2. Grid Cap OPERATION

Emitted electrons spread out into a broad cone from the filament emis-
sion area (Fig. 2.7). The grid cap (Wehnelt cylinder) acts to focus electrons
inside the gun and to control the amount of electron emission. The grid
cap is connected to the filament by a variable resistor. The emission cur-
rent leaving the filament is replaced by an equal current to the filament
through this resistor. This generates a negative bias between the grid cap
and the filament. In Fig. 2.7 lines of constant electrostatic field potential
(equipotentials) varying from negative through zero to positive are plotted.
Electrons move toward positive potentials, so they leave the filament only
where positive electrostatic field lines meet the surface of the filament. The
bias voltage causes a high curvature in the equipotentials near the hole in
the grid cap, producing a focusing action on the emitted electrons. This
forces the electrons to a crossover of diameter dy and divergence angle o
between the grid cap and the anode as shown in Fig. 2.7. As we shall see,
the condenser and objective lenses then produce a demagnified image of
this crossover on the specimen, the final electron probe d,,.

2.2.1.3. Anode

Emitted electrons in the gun are accelerated from the high negative
potential of the filament (e.g., —20,000 V) to ground potential (0 V) at the
anode. A hole in the anode allows a fraction of these electrons to proceed
down the column toward the lenses. Electrons collected on the anode and
elsewhere down the column return via the electrical ground to the high-
voltage power supply.

Filament

Grid cap

Anode

Figure 2.8. Conventional tungsten hairpin filament electron gun. (a) Filament wire spot-welded to support posts, (b) tip of wire
showing wire-drawing marks, and (c) exploded view of electron gun showing filament assembly, grid cap, and anode displaced
from one another.
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2.2.1.4. Emission Current and Beam Current

The important parameters for any electron gun are the amount of cur-
rent it produces and the stability of that current. The total current emitted
from the filament is called the “emission current” i, and the portion of
electron current that leaves the gun through the hole in the anode is called
the “beam current” iy,. At each lens and aperture along the column the beam
current becomes smaller and is several orders of magnitude smaller when
it is measured at the specimen as the “probe current” 7,.

2.2.1.5. Operator Control of the Electron Gun

Because information from the SEM is recorded serially as a function
of time, the probe current must be the same for each point in the image.
To ensure a stable beam current, the filament heating current i¢ is adjusted
to achieve the condition known as “saturation” where small increases or
decreases in the filament current i will not change the electron beam current
i, because a plateau has been reached (Fig. 2.9). At saturation electrons
are only emitted from the tip of the filament and are focused into a tight
bundle under the influence of the negative bias voltage.

Saturation is a self-regulating negative feedback process that ensures
a stable beam current. If the filament heating current i¢ increases, then
an increase in electron emission from the filament results. The increased
emission current flowing through the bias resistor increases the negative
bias voltage on the grid cap, which opposes the increase in emission. This

Operating Point

False Peak

Beam Current, i, —>

Filament Current, i; —>

Figure 2.9. Saturation of a tungsten hairpin electron gun. At low filament heating some elec-
trons are emitted into various directions from the undersaturated filament (left filament image).
At higher filament heating, near saturation, electrons are concentrated into a tight bundle (right
filament image). Further filament heating provides little increase in beam current. The gun should
be operated just at the saturation point.



self-regulating feature of the autobiased electron gun (Fig. 2.7) guaran-
tees the desired stable beam current. Each accelerating voltage requires a
different filament setting to achieve saturation, and many modern SEMs
compensate for this automatically.

2.2.2. Electron Gun Characteristics

There are several measures of electron gun performance: electron
emission current, brightness, lifetime, source size, energy spread, and sta-
bility. Brightness is the most important of these because image quality at
high magnification is almost entirely dependent on this parameter.

2.2.2.1. Electron Emission Current

The emission current i, of a tungsten hairpin gun is typically about
100 nA, whereas field emitter guns generate emission currents of 10—
30 uA. However, as mentioned above, only a small portion of the gun
emission current passes through the anode aperture and the beam current
i, further decreases down the electron column as electrons are intercepted
by various apertures. At each aperture the cross-sectional area and the
convergence of the beam change, and this renders the emission current
or beam current by itself an insufficient parameter by which to evaluate
electron gun performance.

2.2.2.2. Brightness

Electron-optic brightness 8 incorporates not only the beam current
ip, but also the cross-sectional area of the beam d and the angular spread
o of the electrons at various points in the column. Brightness is defined
as the beam current per unit area per solid angle. It is important because
it is “conserved,” that is, the brightness at any point down the column is
the same as the brightness measured at the electron source itself even as
the individual values of iy, d, and o change. For example, if o changes
because a different-size aperture is inserted, the other two variables change
so that B remains constant. Thus measurements of brightness made at the
specimen level should be an estimate of the electron gun brightness. We
can determine the brightness from the following equation:

_ current _ ip _ 4i,
area-solid angle wd? 2d2a?
P . ol pp

(2.1)
4 p

[Note that if « is the beam convergence (or divergence) angle in radian
measure, then, for small values of «, the solid angle is wa? steradians (sr).]
The “brightness equation” (2.1) is the first of two important equations that
help the microscopist develop a practical understanding of electron-optical
limitations on SEM images (the second is the “threshold equation,” which
is developed in Chapter 4).
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By substituting experimental values of beam parameters into Eq. (2.1),
one can make an estimate of gun brightness. Lens defects, called aberra-
tions, cause this estimate to be lower than the actual gun brightness. Because
brightness is the most important performance indicator for an electron gun,
even such relative estimates are valuable. Theoretical estimates of bright-
ness for a tungsten hairpin gun yield a value about 10° A/cm? sr at 20 kV.

For all electron guns, brightness increases linearly with accelerating
voltage, so every electron source is 10 times as bright at 10 keV as it is at
1 keV. For thermionic guns, the brightness is optimized at the saturation
point and varies with both the bias voltage and the filament-to-grid cap
spacing, which is why SEM manufacturers provide detailed instructions
for optimizing these adjustments. More information on brightness is given
in the Enhancements CD, Section E 2.2.

2.2.2.3. Lifetime

Because the tungsten filament operates at white-hot temperatures, it
gradually evaporates with time. Eventually the tungsten wire becomes thin
and fails. Increasing the filament temperature (oversaturating) increases the
evaporation rate, causing premature failure of the filament.

2.2.2.4. Source Size, Energy Spread, Beam Stability

The source size at the crossover of a tungsten hairpin gun is typically
about dy ~ 50 pum, depending on the gun configuration and operating
conditions. This relatively large size means that considerable electron-optic
demagnification is required to achieve the small electron probe needed for
good resolution in the SEM. More advanced electrons guns achieve higher
brightness by providing a smaller effective source size, about 5 um for
LaBg¢ and between 5 and 25 nm for field emitters.

The electron beam energy spread AF is the spread in electron energies
leaving the filament. For the tungsten hairpin gun AE is 3.0 eV, compared to
1.5 eV for LaB¢ emitters and 0.3—0.7 eV for field emitters. This parameter
is the major limiting factor in low-voltage operation, to be discussed later.

The stability of an electron gun is a measure of how constant the
electron emission is over periods of minutes or hours. The most stable
sources (about 1%/h) are Schottky field emitters, but all thermionic emitters
display good performance. Cold field emitters have poor stability.

2.2.2.5. Improved Electron Gun Characteristics

To improve imaging performance in the SEM, the electron probe
size must be reduced without causing a loss of probe current. The only
way to accomplish this is to increase the electron gun brightness. Im-
provements in source brightness can be obtained by changing the filament
material (to LaBg) or the mechanism of emission (to field emission). These
more advanced electron guns are rapidly displacing the conventional tung-
sten filament for applications where the highest performance is required.
Table 2.1 compares the major electron gun characteristics for the various
electron sources.
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Beam THE SEM AND ITS
Energy current MODES OF
Brightness  Lifetime spread stability OPERATION
Source (A/em? sr) (h) Source size  AE (eV) (%/h) Ref.
Tungsten hairpin 10° 40-100  30-100 pm 1-3 1 ab
LaBg 10° 200-1000  5-50 um 1-2 1 bie
Field emission
Cold 108 >1000 <5 nm 0.3 5 die
Thermal 108 >1000 <5nm 1 5 e
Schottky 108 >1000 15-30 nm 0.3-1.0 ~1 €

¢ Haine and Cosslett (1961).
b Troyon (1987).

¢ Broers (1974).

4 Crewe et al. (1971).

¢ Tuggle et al. (1985).

2.2.3. Lanthanum Hexaboride (LaBg) Electron Guns
2.2.3.1. Introduction

Lanthanum hexaboride (LaBg) electron guns provide 5-10 times
greater brightness and a longer lifetime compared to tungsten (Lafferty,
1951; Broers, 1975). This material has a lower work function than tungsten,
meaning that more electrons are emitted for the same heating temperature.
The work function of a material is the energy barrier that must be exceeded
for electrons to escape into the vacuum. The emitter is a tiny block of
single-crystal LaBgs about 100 pwm in diameter and about 0.5 mm long (see
Fig. 2.10). The crystal is both supported and resistively heated by either
graphitic carbon or rhenium, two materials that do not chemically combine
with LaBg. The resistance of the supports is chosen so that the filament

Figure 2.10. Lanthanum hexaboride source. (a) LaBg block mounted on support. (b) Higher magnification showing the finely
ground tip with 10-um radius. (c) Failed LaBg tip with evidence of evaporation and oxide formation.
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Figure 2.11. Schematic diagram of a directly heated LaBs emitter that directly replaces a
tungsten filament assembly.

heating supply can provide enough current to raise the temperature of the
LaBg¢ to emission (Fig. 2.11). The sharpness of the tip also determines the
emission, so the crystal is polished to about 1-um tip radius to accentuate
the electric field in front of the tip, making it easier for electrons to escape.
Commercial LaBg guns are made to be direct plug-in replacements for the
tungsten hairpin filament; only the bias voltage and the grid cap shape need
to be modified. However, the vacuum in the gun chamber must be better
than 10~% Pa (about 107 torr), so differential pumping of the gun region
with an additional ion pump is usually required.

Typical brightness values for LaBg emitters range from 5 x 10° to
5 x 10° A/em? sr at 20 keV, depending upon the sharpness of the tip. Sharp
emitters have the highest brightness, but the shortest lifetime; blunt or
truncated tips exhibit slightly lower brightness, but longer lifetimes. LaBg
emitters are generally more expensive to operate than the conventional
tungsten hairpin gun because replacement LaBg emitters cost 10 times
more than tungsten hairpins. Nevertheless the increased current into a given
probe size and the significantly longer emitter lifetime (>1000 h) may
justify the increased cost for many applications.

2.2.3.2. Operation of the LaBg Source

Because of the high electric field at the emitter tip, there is no sat-
uration condition (Fig. 2.9). To avoid running the cathode at too high a
temperature (i.e., above 1800 K) the safest approach is to use the “filament



imaging” mode provided on many SEMs and to raise the temperature until 37
this image coalesces into a well-defined disk. Because LaBg cathodes

are easily contaminated, the temperature must be raised slowly after any THE SE’A"/” gl’)":s ’zf_
exposure to air to allow the emitter to clean itself. To avoid such problems OPERATION

some manufacturers recommend leaving the emitter operating 24 h a day at
a low temperature, even when not in use. This avoids thermal shock from
heating/cooling cycles, reduces thermal drift, improves the vacuum, and
extends emitter lifetime.

2.2.4. Field Emission Electron Guns

The electron sources described so far rely on the use of high temper-
atures to enable electrons in the cathode to overcome the work function
energy barrier and escape into the vacuum. These thermionic sources are
relatively inexpensive and need no special vacuum, but have the disad-
vantages of low brightness, limited lifetime, and large energy spread. Field
emission is an alternative way of generating electrons which is free of these
disadvantages.

The field emission cathode is usually a wire fashioned into a sharp
point (100 nm or less in radius) and supported by a tungsten hairpin as
shown in Fig. 2.12. When a negative potential is applied to the cathode, the
electric field is concentrated by the tip. When the field at the tip reaches a
magnitude of about 10 V/nm, the potential barrier is lowered in height and
also becomes so narrow that electrons can “tunnel” directly through it and
leave the cathode (Gomer, 1961). Tungsten is usually used as the cathode
material because it is strong enough to withstand the high mechanical stress
produced on the tip by the electric field, but carbon and silicon nanotubes
have also been employed successfully. A cathode current density of as high
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Figure 2.12. Examples of field emission sources. (a) Cold field emission tip of (310) single-crystal wire spot-welded to a
tungsten wire. (b) Schottky field emission tip (courtesy of FEI Beaverton, OR). (c) Schematic diagram of emission patterns from
a cold field emitter and a Schottky emitter (adapted from Tuggle et al., 1985).
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as 10° A/cm? may be obtained from a field emitter as compared with about
3 A/em? from a thermionic source.

Two forms of field emitter are now in common use in the SEM. The
first is known as a cold field emitter (CFE). The CFE relies purely on
the high applied field to cause electrons to tunnel out of the cathode wire
and has its name because the magnitude of emission is independent of the
temperature of the tip. The emitted electrons appear to come from an area
which is only a few nanometers in diameter, and leave as a cone of electrons
several degrees in width. Although the total emitted current is quite small,
typically 1-10 t A, the source brightness is of the order of 108 A/cm? srat 20
keV because of the confinement of the beam and the small source size. The
CFE is invariably used in a triode field emission gun (Butler, 1966), which
can act as a high-performance electrostatic lens to form a real crossover
from the tip (Fig. 2.13). The voltage V', between the first anode and the
tip determines the field strength available to extract electrons. Typically
this voltage is in the range 3—5 kV to produce 10 uA of emission. The
voltage V), between the tip and the grounded second anode determines the
accelerating voltage of the gun, in the range between a few hundred volts
and about 30 kV. The ratio of V/V} changes the focal properties of the gun
lens, but the computer control typically provided on field emission-gun
(FEG)-SEMs excuses the operator from the need to compensate for this
behavior.

Cold field emission requires that the cathode surface must be atom-
ically clean. Since even at a vacuum of 10~> Pa a monolayer of gas is
deposited every second, operation for sustained periods requires a vacuum
level of 107810~ Pa. Before use the tip is “flashed” clean by heating
it for a few seconds to a temperature of about 2500 K. Following a flash
(Fig. 2.14) the tip initially emits strongly, but the emission decays away over
a period of 10—15 min as gas again builds up on the tip. Once a monolayer

Figure 2.13. Schematic diagram of the Butler triode field
emission source. V) is the extraction voltage of a few kilovolts
and V) is the accelerating voltage. (Adapted from Crewe and
Wall, 1970.)



of gas molecules has formed on the tip, the emission stabilizes and remains
essentially constant for several hours until eventually instabilities again
occur and the tip must be reflashed and the process repeats. Each time the
tip is flashed it becomes slightly more blunt, and after many thousands of
flashes the system may have insufficient }; voltage to achieve the desired
emission current. The tip must then be replaced with a new, sharper emitter.
Because a tip is usually only flashed once a day, the blunting process may
take many years and so the useful life of a CFE is very long. The advantages
of CFE are (1) the virtual source size of 3—5 nm, which means that little de-
magnification is required to get a 1-nm-diameter probe, (2) the very small
energy spread, which enhances operation at low accelerating voltages, and
(3) the fact that the tip lasts years, provided that the electron-optical column
is kept intact, clean, and aligned, which aids reliability and reproducibility.

The second class of sources includes Schottky (SFE) and thermal
(TFE) field emitters. A TFE has the same properties as a CFE, but is oper-
ated at an elevated temperature. This helps to keep the tip clean, reducing
noise and instability even in degraded vacuum conditions. The emitter
tip also sharpens itself in the extraction field, enhancing the performance.
Thermal field emitters can even be operated for brief periods as cold field
emitters by lowering the temperature.

In the Schottky emitter the field at the tip is mostly used to reduce
the effective work function barrier. To still further lower the work function,
ZrO;, is deposited on the flattened tip from a small dispenser (Swanson et al.,
1981; Tuggle et al., 1985). As a result, although the SFE is a thermionic
source, its brightness and emission density are comparable with those of a
CFE. SFE guns are generally similar to those for other field emitters, but
include a suppressor grid to eliminate unwanted thermionic emission from
regions outside of the tip. Emission currents in the range 30-70 nA are
available. A Schottky gun is run continuously even when no current is being
drawn from it, ensuring that it stays clean and stable and that no flashing is
required. Because the ZrO; reservoir is finite in size, the useful lifetime of

Tip turn on

Gas molecules
build up on tip
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Figure 2.14. Emission current intensity
versus time after a cold field emission tip has

been flashed (rapidly heated) to remove ad-
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a SFE is about 12—15 months, so it must be replaced on a regular basis. In
principle the vacuum level required for successful Schottky operation is not
as demanding as that for a CFE, but in practice an ultrahigh vacuum aids
long-term stability, prevents poisoning of the ZrO, cathode, and maximizes
brightness.

The virtual source size of a TFE is the same as for a CFE. The virtual
source size of a SFE is larger, 20—30 nm, because the tip end radius is quite
large. Thus, more demagnification is required for the SFE. This larger
virtual source size may be advantageous, however, in microscopes where
a wide range of spot sizes is required. The energy spread of the SFE is
also higher than that of the CFE because the tip is warm, and this may
be significant at low beam energies. However, the high current output, the
ability to operate continuously for very long periods without adjustment,
and the excellent stability of the SFE, make it the emitter of choice for
many demanding applications.

Without exception all field emission systems are fully computerized,
requiring only that the operator set an accelerating voltage and emission
current. This convenience, the high performance, and the long-term relia-
bility of such sources have made field emitters the preferred choice for many
users. More information on field emission is given in the Enhancements
CD, Section 2.3.

2.3. Electron Lenses

Electron lenses are used to demagnify the image of the beam crossover
in the electron gun (e.g., dy ~ 50 um for a heated tungsten gun) to the final
spot size on the specimen (~10 nm). This represents a demagnification of
5000x. In a field emission system the source size is small already, so the
FEG requires only a demagnification of 10—-100 times to produce a 1- to
2-nm probe size. Electrons can be focused by electrostatic or electromag-
netic fields, but SEMs employ only electromagnetic lenses because these
lenses have smaller aberrations. Even with magnetic focusing, electron
lenses perform poorly compared to typical glass lenses for focusing light.
This is because some aberrations that are easily corrected in glass lenses
cannot be corrected in electron lenses (except with additional complicated
aberration correctors).

2.3.1. Making the Beam Smaller
2.3.1.1. Electron Focusing

An electromagnetic lens for focusing electrons is shown in Fig. 2.15. It
consists of an iron case enclosing a coil of wire which generates a magnetic
field across the lens gap between the polepieces. When energized by a lens
current / through N turns of wire in the coil, fringing magnetic field lines
extend across the gap. Off-axis electrons interact with these fringing fields



Electron Beam

—Polepieces

Figure 2.15. A rotationally symmetric
electron lens where the coil windings are in-
side the iron shroud and the field is produced \

across the lens gap between polepieces.
(Adapted from Hall, 1966.)

and begin to spiral through the lens and move toward the optic axis. The
distance from the point where an electron starts to bend toward the axis to
the point where it crosses the axis is called the lens focal length f. The focal
length is a measure of lens strength and determines how much the beam
crossover can be demagnified by passing through the lens. Unlike glass
lenses, we can change f, and thus the demagnification, by changing the
current / in the lens coil. For all but the strongest lenses the focal length f'is
nearly proportional to ¥, /(N I)?, where V; is the beam accelerating voltage.
Because beams at higher accelerating voltages require more lens current to
keep the same focal length, modern SEMs automatically compensate each
lens current as the accelerating voltage is changed. More information on
magnetic lenses is given in the Enhancements CD, Section E 2.4.

2.3.1.2. Demagnification of the Beam

The beam crossover in the electron gun dy must be demagnified to
produce the desired spot d}, on the specimen. Neglecting lens aberrations,
the demagnification of the electron beam can be described by the same sim-
ple geometrical equations used for light lenses. For weak lenses, the focal
length and demagnification may be calculated from

A

Magnification = M =

|>Q Q| —

2.2)

Demagnification = m =

QT

41

THE SEM AND ITS
MODES OF
OPERATION



42

CHAPTER 2

!
1

Object

Lens
N

B Image ——————

=]

|
\
—d

\
1“‘

Figure 2.16. Geometric optics for a thin lens operated in demagnifying mode. (Left) Geo-
metric ray diagram showing the graphical construction for determining the focal length f. (Right)
The geometric demagnification of the gun crossover d for forming the intermediate crossover
d after the first condenser lens. Note that the image is inverted compared to the object.

where p is the distance from the object (beam crossover) to the center of
the lens and ¢ is the distance from the center of the lens to the image
as shown in Fig. 2.16. By scaling these distances from Fig. 2.16 we find
the demagnification through the lens is 3.4. Thus, the image of a tungsten
gun crossover of dy = 50 pum, after passing through this lens, would be
diy =do/m =dy/3.4 = 14.7 um. Using two or three lenses to demagnify,
one can reduce the probe size for a typical tungsten hairpin SEM to about
0.01 wm = 10 nm, excluding the effects of aberrations. Note that the image
is inverted and rotated compared to the object.

2.3.2. Lenses in SEMs
2.3.2.1. Condenser Lenses

One to three magnetic lenses are usually required to demagnify the
electron beam in the SEM. The first condenser lens is variable and controls
the amount of demagnification for a particular imaging mode. In micro-
scopes with a second condenser lens, the two are often “ganged” so that
a single condenser control, usually labeled “spot size,” simultaneously ad-
justs both lenses.

2.3.2.2. Objective Lenses

The final lens in the column focuses the electron probe onto the sam-
ple surface and contributes additional demagnification. The knob control-
ling the current flowing through the winding of this “probe-forming” or
“objective” lens is usually labeled “focus.” Because the objective lens is
much stronger than the condensers, with more current flowing through its
windings, it usually must be water-cooled. The design of this lens must also



provide space for the scanning coils, the stigmator, and the beam-limiting 43

aperture. As shown in Fig. 2.17, there are three basic designs of objective
lens: (1) the pinhole lens, where the specimen is placed outside the lens and
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its magnetic field; (2) the immersion lens, where the specimen is placed OPERATION
inside the lens and its magnetic field; and (3) the snorkel lens, where the
magnetic field reaches out to the specimen below the physical lens.

Pinhole Lens. The most common objective lens is called the asymmet-
ric pinhole lens or conical lens, as shown in Fig. 2.17a. The final polepiece
has a very small bore that keeps the magnetic field within the lens; this pro-
vides a field-free region above the specimen for the collection of secondary
electrons (Oatley, 1972). Because both the objective lens focal length and
its aberrations increase with the working distance, the specimen must be
kept as close as possible to the polepiece to minimize lens aberrations that
will enlarge the final probe size. There are two main advantages of the
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Figure 2.17. Three objective lens configurations. (a) Asymmetric pin-
hole lens, where a large specimen may be placed outside the lens and lens
aberrations are large. (b) Symmetric immersion lens, where a small spec-
imen is placed inside the lens and lens aberrations are small. (¢) Snorkel
lens, where a large specimen is placed outside the lens, but the magnetic
field extends out from the lens to the specimen. Lens aberrations are small.
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pinhole lens. First, specimen size is limited only by the size of the speci-
men chamber. Second, working distances up to 40 mm can be employed to
produce images with high depth of field.

Immersion Lens. Inthe immersion lens, a small specimen (<5 mm) is
placed directly inside the lens gap (Fig. 2.17b), giving a focal length in the
range 2—-5 mm. Because lens aberrations scale with focal length, this design
yields the lowest aberrations, the smallest probe size, and the highest image
resolution. Collection of secondary electrons in this lens takes advantage
of the fact that the SEs can spiral upward in the strong magnetic field to a
detector above the lens (Koike et al., 1971). With this “through-the-lens”
detector, secondaries can be separated from backscattered electrons; the
highly energetic backscattered electrons are less strongly confined by the
magnetic field and do not reach the detector.

Snorkel Lens. The snorkel, or single-pole, lens (Mulvey, 1974) is de-
signed such that a strong magnetic field extends from the polepiece directly
to the specimen (Fig. 2.17¢). This lens combines the best features of pinhole
and immersion lenses. It has low aberrations like the immersion lens, but
can accommodate large specimens like the pinhole lens. In addition, it can
simultaneously accommodate both a lower (i.e., an E-T) and a through-the-
lens (or upper) secondary electron detector, providing valuable flexibility
for imaging.

2.3.2.3. Real and Virtual Objective Apertures

The beam-limiting aperture limits the convergence angle « of the beam
to control the aberrations of the final lens. An objective aperture is called
“real” if it is located inside the gap of the probe-forming lens (Fig. 2.17a).
This location is near the poorer vacuum of the specimen chamber, so the
aperture risks becoming contaminated. However, in many newer SEMs the
beam-limiting aperture is located between the last condenser and the objec-
tive lens, and is referred to as a “virtual objective aperture.” Virtual aper-
tures are required for the immersion and the snorkel lenses, and tend to stay
clean because they are further from the specimen chamber (Fig. 2.17b,c).
For the same beam convergence angle the opening required in the virtual
aperture is equal to the size of the equivalent real aperture divided by the
demagnification of the objective.

2.3.3. Operator Control of SEM Lenses

The operator has three options for controlling the characteristics of
the electron probe: changing the size of the objective aperture, setting the
working distance using the specimen stage z-control, and adjusting the first
condenser lens (C1). To see the effects of these controls on the electron
beam parameters iy, d,, and o, we will use a schematic SEM column with
a single condenser and a probe-forming objective lens (Fig. 2.18).
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Figure 2.18. Electron ray traces through a schematic SEM column with a condenser lens and
a probe-forming or objective lens. Lens distances p and ¢ are marked for each lens.

2.3.3.1. Effect of Aperture Size

A real objective aperture placed in the gap of the probe-forming lens
(usually 50-500 um in diameter) is shown in Fig. 2.18. This aperture
decreases the beam angle «; diverging from the condenser lens to a smaller
angle «, for the electrons entering the objective lens. The final aper-
ture has three important effects on the final electron probe. First, as we
will see below, there is an optimum aperture angle that minimizes the
detrimental effects of aberrations on final probe size. Second, the final
convergence angle controls the image depth of focus (see Chapter 4). Third,
the aperture determines the current in the final probe because only a fraction
of the current sprayed out to angles o) passes within the aperture angle o,.

2.3.3.2. Effect of Working Distance

The effect of the working distance on beam parameters may be un-
derstood by changing this parameter alone, leaving the aperture size and
condenser lens strength the same. The working distance ¥ (the distance
from the center of the lens to the specimen plane) may be increased by low-
ering the specimen stage with the z-control and refocusing the beam on the
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specimen. From Fig. 2.19a to Fig. 2.19b the working distance # has been
increased, making ¢, larger and the demagnification m, = p,/q, smaller
[see Eq. (2.2), and Fig. 2.18]. Increasing the working distance produces
a larger spot size d, at the specimen and a consequent degradation of the
image resolution, although the beam current remains about the same. The
convergence angle «; decreases, giving an improved depth of focus. Weak-
ening the objective to focus at a long W increases both the focal length f>
and the aberrations of the lens. The longer working distance also increases
the scan length that the beam traverses on the specimen (see Fig. 2.3) and in
this way reduces the magnification. If one wishes to operate at a particular
working distance W, one sets the current in the objective lens to a specific
value. The specimen is then moved vertically with the z-control until it
comes into focus.

2.3.3.3. Effect of Condenser Lens Strength

The strength of the first condenser lens controls both the final probe
size and the final probe current. In Fig. 2.20a the condenser lens is weak
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Figure 2.19. Effect of working distance in a two-lens system. (a) Small working distance, (b) large working distance.
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Figure 2.20. Effect of condenser lens strength in a two-lens lens system. (a) Weak condenser
lens, (b) strong condenser lens.

and more current passes through the aperture to become the probe current
i, on the specimen. However, the probe size d, = d> is relatively large.
Figure 2.20b shows that, keeping the same working distance and objective
lens aperture size, an increase in condenser lens strength increases the
demagnification of each lens, m; and m, (i.e., reducing ¢, increases p;;
see Fig. 2.18), reducing the probe size d,. However, more beam current will
be stopped by the aperture and not go into dj,. This loss of beam current
can be seen in Fig. 2.20b by the increased fraction of cross-hatched area
between the two lenses compared to Fig. 2.20a. The final probe size can only
be reduced at the expense of decreasing the probe current and a conscious
choice between minimizing probe size or maximizing probe current must
be made for each imaging situation.

2.3.4. Gaussian Probe Diameter

To fully understand how probe size varies with probe current, we need
to calculate the minimum probe size and the maximum probe current. We
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start with a calculation of the aberration-free Gaussian probe diameter dg,
which is the full-width at half-maximum height (FWHM) of the intensity
distribution of dg. If the emitter source size is known, then the Gaussian
probe size may be calculated from the total demagnification as described
above. However, to compare ficld-emission with thermionic sources, an-
other, more general method is needed to estimate dg. Because electron-
optical brightness is constant throughout the electron column, we can use
it to estimate dg (if we know the brightness ) by rearranging the brightness
equation, Eq. (2.1), as applied at the final probe spot:

dg = 4y (2.3)
¢~ ,anaf)' :

The current in the final probe can be estimated by rearranging the brightness
equation to solve for current:

P

p— 4 .
If there were no aberrations in the system, it would only be necessary to
increase the convergence angle «,, to increase the probe current at a constant
probe diameter. However, because of the aberrations present in the electron-
optical system, o, must be kept small, and the current available for a given
probe diameter is thus limited.

(2.4)

2.3.5. Lens Aberrations

All lenses suffer from a number of defects or aberrations in their
performance. However, in electron optics, by contrast to the situation in light
optics, the effects of aberrations cannot be canceled by using combinations
of lenses. The only recourse therefore is to try to minimize these effects.

2.3.5.1. Spherical Aberration

Spherical aberration arises because electrons in trajectories further
away from the optic axis are bent more strongly by the lens magnetic field
than those rays near the axis (Fig. 2.21a). Electrons emerging from the
object at point P along path P4 will be focused to the Gaussian image plane,
which is where the image is expected when no aberrations are present.
Electrons following path PB, the maximum divergence allowed by the
aperture of the lens, will be focused more strongly and cross the optic axis
at a point closer to the lens. This results in a disk rather than a point where
all rays converge. The smallest disk occurs just in front of the Gaussian
plane and is often called the spherical aberration disk of least confusion.
The diameter of this disk d; can be written as

1
ds = Ecsoﬁ, (2.5)

where Cs is the spherical aberration coefficient and « is the angle of the
outer ray through the lens. Because the value of C; is nearly proportional



to the lens focal length f* for pinhole lenses at long working distances Cj
may be 20 or 30 mm. For immersion and snorkel lenses with short focal
lengths, Cs is only a few millimeters. The contribution of d to the final
probe diameter can be reduced by limiting o with an objective lens aperture.
Unfortunately, a very small aperture significantly reduces the current in the
probe and introduces aperture diffraction.

2.3.5.2. Aperture Diffraction

For very small apertures, the wave nature of electrons gives rise to a
circular diffraction pattern instead of a point at the Gaussian image plane.
Electrons emerging from point P diffract at the edge of the small aperture
and appear in the image plane as a broad “Airy disk™ intensity distribution
surrounded by smaller subsidiary maxima as shown in Fig. 2.21b. Following
Wells (1974), we take half the diameter of the Airy disk as the diffraction
contribution to the spot size d4 given by

0.61x
dy = : (2.6)

o
where A is the wavelength of the electrons and « is the beam convergence.
The wavelength A (in nanometers) for electrons of energy Ej (in electron
volts) can be calculated with only a small error as

1.24

A=, 2.7)
£
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Figure 2.21. Schematic diagrams showing how (a) spherical aberration and (b) aperture diffraction in a lens cause a point
object at P to blur into an enlarged spot at the Gaussian image plane. The disk of minimum confusion d; and one-half the Airy

disk d; are used in calculations of probe size. (Adapted from Hall, 1966, and Oatley, 1972.)
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Figure 2.22. Spherical aberration disk d; and aperture diffraction disk d4 plotted against aper-
ture angle «. For the smallest electron probe and the best image resolution, the aperture angle is
taken as arop. Cs = 10mm, Eg = 20keV.

For aperture diffraction, the larger the value of «, the smaller will be the
contribution of dy. Thus, spherical aberration and aperture diffraction vary
in opposite directions with respect to a. So an optimum aperture angle oo
which produces a compromise between these two effects must be found
(Fig. 2.22).

2.3.5.3. Chromatic Aberration

Electrons from point P of slightly different energies £ and Ey — AE
will be focused at different locations in the image plane (Fig. 2.23a). This
again results in a disk rather than an ideal point. The diameter d. of the
disk of least confusion formed in front of the image plane is

AE
d, = C.a <—) , 2.8)
Ey

where C. is the chromatic aberration coefficient, « is the convergence
angle, and AE/E is the fractional variation in the electron beam energy.
For example, the energy spread AE of electrons leaving a tungsten gun
is 3 eV (Table 2.1), making AE/Ey = 10~% at 30 keV and 107> at 3 keV
[Eq. (2.8)]. The effect of chromatic aberration will be 10 times greater at
3 keV than at 30 keV. The chromatic aberration coefficient C, is again nearly
proportional to the lens focal length f'and is about the same magnitude.
For most SEM objective lenses the value of C. is similar to Cs, but it
may be higher or lower than C; depending on lens design and operating
conditions. Contributions to d. may also occur from imperfect stabilization
of the accelerating voltage and the lens currents. Because modern power
supplies are stable to better than 1 part in 10, however, these electrical
instabilities should be unimportant (Oatley, 1972).
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Machining errors, inhomogeneities in the polepieces, asymmetry in the THE SEM AND ITS
lens windings, and dirty apertures all may lead to a lens that is not perfectly MODES OF
cylindrical, but is “astigmatic.” This means that electrons diverging from OPERATION

a point object P will produce two separate line foci at right angles to each
other as shown in Fig. 2.23b. The effect of astigmatism is shown in Fig. 2.24.
Schematic cross sections of the electron probe are shown in Figs. 2.25a—
2.25d corresponding to the set of images in Fig. 2.24. The astigmatism
effect can be recognized by the stretching of image points into lines on one
side of exact focus and into different lines, perpendicular to the first set,
on the other side of exact focus (Figs. 2.24b and 2.24c¢ and Figs. 2.25b and
2.25¢). The stretching in the image vanishes at exact focus, but the effective
probe size still may be many times the smallest possible probe, yielding a
blurred image at the chosen magnification (Fig. 2.24a).

Fortunately this effect can be corrected using the stigmator, a device
that applies a weak supplement magnetic field to make the lens appear

Object Point A P
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Figure 2.23. Schematic diagrams showing the origin of (a) chromatic aberration, where electrons of differing energy are
focused at different locations, The chromatic disk of minimum confusion d, is only important at low accelerating voltages. (b)
A point object is focused to two line foci at the image, and the desired small focused beam can only be obtained by forcing the
two line foci to coincide using the stigmator. (Adapted from Hall, 1966.)
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Figure 2.24. Effect of astigmatism in the probe-forming lens on an image containing fine random detail. (a) Initial situation,
(b) underfocus, (c) overfocus, and (d) image corrected for astigmatism. Marker = 200 nm.




symmetric to the electron beam. The stigmator is usually an octupole of 53
small electromagnetic coils that applies the required levels of additional

field in the appropriate directions (see Fig. 2.25¢). Astigmatism is corrected THE SE”'V/” 33'33 ’zf_
by alternately adjusting the x- and y-stigmator controls and the focus control OPERATION

while observing the image of a specimen containing fine random detail at
high magnifications (>10,000x). The microscopist should avoid using a
single edge or aligned edges as the test object. The astigmatism correction
cycle (x-stigmator, focus, y-stigmator, focus) should be repeated until the
sharpest image is obtained (Fig. 2.24d). At that point the beam cross section
will be the smallest possible (Fig. 2.25d). If the stigmator cannot correct
astigmatism in an image, the apertures or liner tube may need cleaning and
the SEM column may need to be aligned.

2.3.5.5. Aberrations in the Objective Lens

The effects of the above aberrations are most significant in the ob-
jective lens because the amount of blurring these aberrations cause in the
preceding lenses is small relative to the larger size of the beam at those
lenses. Because astigmatism can be completely corrected in the final lens
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Figure 2.25. (a—d) Schematic shapes of beam cross sections corresponding to the
images in Fig. 2.24. (e) Octupole stigmator with four sets of opposing magnetic poles,
which can force the beam into a circular shape.
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of a properly maintained SEM, only the effects of spherical aberration and
aperture diffraction remain to be controlled at normal accelerating voltages
of 15-30 kV. Chromatic aberration begins to seriously degrade the image
at accelerating voltages under 10 kV.

2.4. Electron Probe Diameter versus Electron
Probe Current

Aberrations are controlled in the SEM by the objective aperture, which
limits the beam angle to ap. This optimum aperture size minimizes the
effects of the major lens aberrations on the final probe size as shown in
Fig. 2.22.

2.4.1. Calculation of d.;, and i,

It is of great importance to have as much current as possible in the
small electron probes used for high-resolution imaging. Following Smith
(1956) and Pease and Nixon (1965), it is possible to calculate the diameter
d, of the electron probe, including the effect of spherical aberration, and
estimate the probe current 7.

2.4.1.1. Minimum Probe Size

Calculations of the probe size assume that d, is the quadrature sum of
the diameters of the Gaussian probe and the various aberration disks, that
18,

dy = (d} +d> + d3 +d?)'?, (2.9)

where dg is the Gaussian probe size at the specimen [Eq. (2.3)], d; is the
spherical aberration disk [Eq. (2.5)], dy is the aperture diffraction disk
[Eq. (2.6)], and d, is the chromatic aberration disk [Eq. (2.8)]. With some
mathematical manipulation an optimum probe convergence angle o, can
be found that produces the minimum probe size d,i,. When the aperture
size corresponding to &y is employed, this minimum probe size becomes

dy = diin.

2.4.1.2. Minimum Probe Size at 10-30 kV

At normal accelerating voltages of 10-30 kV the relationship between
probe size and probe current can be calculated at o by considering only
the spherical aberration and diffraction effects and neglecting chromatic
effects. The relationship of d,, versus i, is given by

. 3/8
1
donin = K CY/403/4 <,8_§2 + 1) , (2.10)



where K is a constant close to unity. The value of dy;, is given in nanometers
when Cs and A are in nanometers, and 7 is given in amperes (A). Equation
(2.10) shows that the minimum probe size dp,;, decreases as the brightness
B increases and as the electron wavelength A and spherical aberration coef-
ficient C decrease. In fact, in the limit of zero probe current, dp;, reaches

a value of approximately ClA3/ 4 which is often regarded as a measure of

the microscope’s theoretical resolution.

2.4.1.3. Maximum Probe Current at 10-30 kV

Maximum probe current i,y is an important parameter for SEM imag-
ing. Again neglecting chromatic effects at the optimum aperture angle o,
we find that the maximum probe current for a given d, is given by

R

imax = —B—57=- 2.11
R @.11)

Note that when the effect of spherical aberration is included, the i, depen-
dence on d, changes from d* [Eq. (2.4)] to nearly d° [Eq. (2.11)].

From Eq. (2.11) we see that there are several ways in which i, can be
increased. Using the condenser lens to increase the size of the electron probe

will dramatically increase the beam current because i,y varies as dg B At
low magnifications the larger probes will not degrade image sharpness, but
the increase in image quality will be significant (as discussed in Chapter 4).
Second, the brightness may be increased by increasing the accelerating
voltage (kV). However, the electron excitation volume beneath the surface
increases as the E° power (Chapter 3), which influences resolution for
microscopy and microanalysis applications. Third, the value of the spherical
aberration coefficient can be minimized by using a short working distance
W or using advanced lens designs with inherently lower C; . For example,
changing from a pinhole to a snorkel lens could reduce C; by a factor of 10,
which would increase iy, by a factor of 5 and reduce dp,;, by a factor of 2.

2.4.1.4. Low-Voltage Operation

Low beam energies provide a more realistic and detailed image of the
surface and can often reduce the charge deposited in insulating or poorly
conducting specimens, eliminating the need for metal coating. However, the
performance of the electron optics at low accelerating voltages is always
significantly worse than at higher energies. First, the gun brightness is
reduced and so less current is available. Second, although the equations
governing the effect of aberrations on the focused probe are the same as
discussed above, the magnitude of the chromatic aberration and diffraction
terms is now much larger than before. The effect of chromatic aberration
is to remove electrons from the focused probe and to place them in a
“skirt” about the probe. Although this does not have a major effect on
resolution, it results in lower image contrast and visibility when sources of
high energy spread (such as thermionic and Schottky guns) are used. Third,
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at low energies the electrons are moving relatively slowly; and so if they
are brought close together, as occurs at a focused crossover, they interfere
with each other. This interaction, known as the Boersch effect (Boersch,
1954), defocuses the crossover by a factor which increases with the current
density of the beam and inversely with the energy of the electron beam.
Analyzing the behavior of an electron-optical column at low energies
cannot be done accurately using the quadrature addition of aberration terms
discussed earlier because this no longer gives a reasonable estimate of the
actual probe size and shape. More detailed analyses such as wave-optic
techniques, the analytical method of Shao and Crewe (1989), or the ray-
tracing method of Kenway and Cliff (1984) are therefore required.

2.4.1.5. Graphical Summary

The variation of the probe current i, as a function of the effective
probe size dui, [e.g., Eq. (2.10)] for a variety of imaging conditions is
illustrated in Fig. 2.26. For these examples three different typical instrument
configurations were considered: (1) a SEM for routine microscopy using a
tungsten thermionic gun and a pinhole lens (Cy = 20 mm, C, = 10 mm);
(2) a SEM using a Schottky field emitter and a snorkel lens (Cs = 3.2 mm,
C. = 2.7 mm) designed for microanalysis; and (3) a high-resolution SEM
using a cold field emitter and an immersion lens (Cs = 2 mm,C, = 1.8 mm)
optimized for high-resolution imaging. The major trends in probe size
and probe current at the higher energies could be computed using the
equations given earlier, but for consistency all of the curves shown here
were derived using the Kenway and Cliff (1984) method. More information
on the calculation of electron probe diameter and electron probe current is
given in the Enhancements CD, Section E 2.5.

2.4.2. Performance in the SEM Modes

Operators should know the actual electron beam parameters for the
SEM that they are operating. A chart of values for 7y, d;,, and «,, at various
accelerating voltages, condenser lens strengths, and aperture sizes can be
constructed, compared with Fig. 2.26, and saved for future reference. In-
formation on the measurement of electron beam parameters is given in the
Enhancements CD, Section E 2.6.

2.4.2.1. Resolution Mode

Figure 2.26a shows the probe size and probe current for the three
systems at 30-kV beam voltage. The thermionic system has a minimum
probe size of 10 nm (100A), controlled by the spherical aberration of the
pinhole lens. At 10 nm the probe contains in excess of 1 pA of current, which
is sufficient for an acceptable photomicrograph. Because the source size of
the thermionic gun is large, the probe size can be varied by changing the
demagnification of the condenser lenses. As the condensers are weakened
the amount of current in the probe increases by a factor of 10 without any



significant change in the actual probe diameter. Upon further weakening
of the condenser lens, the demagnified image of the source becomes the
dominant component in the spot size, which therefore begins to increase
steadily together with a corresponding rise in beam current.

The Schottky gun and the snorkel lens, and the immersion-lens cold
field emission gun (CFEG) system, by comparison, have the smallest probe
diameters, between 1.2 and 1.8 nm at a current of 1 pA at 30 kV. These
values reflect the much lower aberrations associated with these advanced
lenses. The practical behavior of these systems is different from that of
the thermionic emitter because the virtual source size of the field emitters
is much smaller. On conventional SEMs the probe size and beam current
are adjusted by varying the condenser lenses, but on field emission SEMs
the spot size is usually maintained nearly constant and the beam current is
changed by adjusting the aperture. The probe size of FEG system can be
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Figure 2.26. Relationship between the probe current i, and probe diameter d,, calculated fora SEM using a tungsten thermionic
source with a pinhole lens (C; = 20 mm, C, = 10 mm), a Schottky field emitter with a snorkel lens (Cs = 3.2 mm, C, = 2.7 mm),
and a cold field emitter with an immersion objective lens (Cs = 2 mm, C, = 1.8 mm). (a) Imaging range at 30 kV. (b) Imaging
range at 10 kV. (c) Low-voltage imaging at 1 kV. (d) Microanalysis range, higher probe currents at 10 and 30 kV.
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increased by weakening the condenser excitation as before, but eventually
the demagnification of the system prior to the objective lens becomes equal
to unity. Because it is not efficient to magnify an electron probe since that
leads to a rapid rise in spherical aberration, any further increase in probe
size (and beam current) can only be achieved by increasing the convergence
angle of the beam. For the Schottky system this change occurs at a probe size
of about 2 nm, whereas for the cold field emitter, which has a much smaller
source size, this condition is reached at about 1.4 nm. As the aperture is
made larger, the beam current still continues to increase with the probe
size, but at a slower rate than before. Because the Schottky emitter has a
higher total emission current and comparable brightness to the cold field
emission gun, it actually outperforms the CFE gun and lens for probe sizes
larger than 2 nm.

Figure 2.26b plots the performance of the three systems at 10 kV. Note
that the smallest probe size from the thermionic system has increased by
about 50%, and by smaller amounts for the FE systems, because of the fall
in brightness compared to 30 kV. Otherwise the 10-kV behavior is similar
to that found at 30 kV.

2.4.2.2. High-Current Mode

Feature visibility and image quality improve with increases in probe
current. However, Figs. 2.26a—2.26¢ show that in every case an increase
in probe current has to be obtained by increasing the probe size. For the
tungsten thermionic gun at 30 kV, to increase the probe current from 1
pPA to 1 nA the probe diameter must be increased by about an order of
magnitude to about 60 nm. This change in probe size will not, of course,
affect the sharpness of images taken at low and medium magnifications
because in these cases the resolution is determined by the pixel size. For
SEM beam sizes of about 10 nm (100A), which would be adequate for
good imaging up to about 10,000x magnification, the current available
from the thermionic source is 10 pA or less, a value which is below the 100
PA necessary for reasonable energy-dispersive x-ray spectrometry (EDS)
as discussed in Chapter 7. By comparison, the Schottky and the cold field
emitters can provide more than adequate currents at probe sizes below 2 nm
(20A). Figure 2.26d demonstates that for thermionic emitters like tungsten,
currents as high as 100-1000 nA can be obtained. These currents are useful
for low-contrast SEM imaging and WDS trace-element and x-ray mapping
(Chapter 9).

When working on bulk samples, the x-ray spatial resolution is limited
to about 1 wm (Chapter 6). It would therefore be more appropriate to use
electron probe diameters of 100 nm to 1 wm for optimum microanalysis.
For 0.1- to 1.0 um probes, the thermionic system can provide enough
current (1078 A, or 10 nA) for effective analysis not only with the EDS, but
also with wavelength-dispersive systems (Chapter 6). The Schottky emitter
can also provide currents of 10—15 nA, suitable for wavelength-dispersive
systems, although into a much smaller probe diameter than the tungsten
thermionic system. However, the cold field emitter is limited to maximum



currents of the order of 3—5 nA at 30 kV because of the low total emission
current and the aberrations in the gun (Cleaver and Smith, 1973).

2.4.2.3. Depth-of-Focus Mode

To obtain a high depth of focus, « must be reduced to as small a
value as possible by using a small aperture, a long working distance, or
both. The small aperture will cut off much of the beam current, thus it is
often necessary to intentionally increase the probe current by weakening
the condenser lens. All three of these changes cause the probe size at
the specimen to increase, degrading the attainable resolution. Figure 2.6b
shows the effects on the depth of field in an image of changing aperture
size.

For this mode the curves of probe size versus probe current are of little
help except for estimating the size of the probe at a particular condenser lens
setting so that the appropriate maximum magnification can be calculated.
Actual probe sizes in this mode will be larger than normal because the
convergence angle is smaller than optimum and the working distance is
larger than optimum. Further discussion of depth of field can be found in
Chapter 4.

2.4.2.4. Low-Voltage SEM

For operation at 1 keV there is a dramatic enlargement of the probe
diameter for all electron sources and systems as shown in Fig. 2.26¢. Chro-
matic aberration becomes the dominant aberration at low energies when
the energy spread of the source is large. Thus for a thermionic source where
AE is about 2.5 eV, the minimum probe size has increased to about 100 nm
(1000A). For the Schottky source with the snorkel lens, where A E is about
0.7 eV, the minimum probe is still only 6 nm (60A ); for the CFE source
(AE = 0.3 eV) and the immersion lens, a 2.5-nm (25-A) spot containing
1 pA is achievable. Note, however, that for applications where high cur-
rents are required the advantage of the CFE source is quickly lost, so that
the Schottky emitter becomes superior at about 7 nm (70A), and even the
thermionic system is competitive by 150 nm (1500A). However, the size
of the probe, and the current produced, is not the only consideration. For
high-resolution imaging at low voltage the CFE source is greatly superior,
even in the region where the Schottky emitter can produce more current,
because its lower chromatic spread leads to images of much better contrast
and definition. Systems employing cold field emitters also tend to suffer
less from the Boersch effect because the current in the beam is smaller.

2.4.2.5. Environmental Barriers to High-Resolution Imaging

The curves of Fig. 2.26 calculate optimum probe sizes assuming that
the SEM column is clean and well-aligned and that external effects such
as mechanical vibration and ac magnetic field interference are negligible.
In many cases, however, the ultimate resolution attained is more a function

59

THE SEM AND ITS
MODES OF
OPERATION



60

CHAPTER 2

of the room environment than of the electron optics of the microscope.
Sources of vibration may be motors (over a large range of frequencies) or
low-frequency oscillations (2—-10 Hz) related to the natural vibrations of
the building. Electromagnetic field interference (EMI) may be caused by
electrical wiring (60 Hz or higher) in the vicinity of the microscope. The
sensitivity of the electron beam to stray magnetic fields is greater at low
accelerating voltages, and extra magnetic shielding of the column is pro-
vided in SEMs optimized for low-voltage operation. Finally, even when the
microscope environment meets the criteria specified by the manufacturer,
high-resolution imaging may be limited by contamination of the specimen
surface with foreign molecules, either before or after insertion of the speci-
men into the microscope.
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Electron Beam-Specimen
Interactions

3.1. The Story So Far

In the introductory survey presented in Chapter 1, we learned that the
SEM image is constructed by scanning a finely focused probe in a regular
pattern (the scan raster) across the specimen surface. The spatial resolution
achieved in this imaging process is ultimately limited by the size and shape
of the focused probe that strikes the specimen. In Chapter 2 we learned
how to control the critical parameters of the electron beam, energy, diame-
ter, current, and divergence, through the use of electrical fields in the gun,
magnetic fields in the lenses and stigmators, and beam-defining apertures.
We saw how, depending on the type of electron source (tungsten hairpin,
lanthanum hexaboride, thermal field emission, or cold field emission) and
its inherent brightness (a constant dependent upon the beam energy that
has been selected), it is possible to create focused beams with sizes rang-
ing from nanometers to micrometers (three orders of magnitude) carrying
currents ranging from picoamperes to microamperes (six orders of mag-
nitude). This great flexibility in operational conditions permits the SEM
microscopist/microanalyst to successfully attack a wide range of prob-
lems, provided that the proper strategy is employed. The strategy needed
for selecting the proper operating conditions depends critically upon un-
derstanding (1) what happens when the beam reaches the specimen and (2)
how the signals produced by the electron beam—specimen interactions are
converted into images and/or spectra that convey useful information. To
obtain useful information about the specimen, for example, the size, shape,
composition, and certain other properties, an understanding of electron
beam—specimen interactions is critical.

3.2. The Beam Enters the Specimen

Let us imagine that our task is to image and analyze a specimen of
silicon. Assume that we first select a beam accelerating potential of 20 kV
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from a thermal field emission source (brightness 1 x 108 A/cm? sr). We next
choose the aperture(s), the condenser and objective lens strengths, and the
stigmator strengths such that we bring to the specimen surface a focused
probe with a circular cross section and a diameter of 1 nm, a divergence
of 5 x 1073 sr, and a beam current of 60 pA. The electrical and magnetic
fields in the gun and lenses have determined the trajectories of the beam
electrons over a distance of about 50 cm from the gun to the specimen.
The electrons are traveling nearly parallel paths (varying only over a range
of 5 x 1073 sr, or ~0.3 deg) and are of virtually identical energy, 20,000
4 0.5 eV. The beam electrons are traveling through the SEM column in
which the pressure has been reduced by a series of vacuum pumps to about
107> Pa (~1077 torr). At this pressure there are so few gas molecules that
only about 1 electron in 10,000 will collide with a gas atom along the
50-cm path from the electron gun to the specimen and be deflected out of the
beam, whereas the rest are unaffected and strike the specimen surface in the
1-nm-diameter circle. What is the smallest amount of matter that we might
possibly interrogate with such a beam? If all of the image-forming and
analytical signals were immediately produced by the first layer of atoms
under the 1-nm-diameter footprint of the focused beam as it strikes the
surface, this would define the smallest amount of matter and therefore
the best possible spatial resolution we might achieve. Unfortunately, the
physics that governs the interaction of energetic electrons with atoms leads
to a much different result, namely the large volume with um dimensions

Spmly

Figure 3.1. The interaction volume for a 20-keV beam striking silicon, as calculated with
a Monte Carlo electron trajectory simulation (CASINO by Hovington et al., 1997). The beam
electron trajectories that emerge as backscattered electrons are shown as thick traces.



shown in Fig. 3.1 for a 1-nm-diameter, 20-keV beam incident on silicon.
With such a small incident beam, what causes this extreme change?

As the beam electrons enter the specimen, they interact as negatively
charged particles with the electrical fields of the specimen atoms. The pos-
itive charge of the protons is highly concentrated in the nucleus, whereas
the negative charge of the atomic electrons is much more dispersed in a
shell structure. The beam electron—specimen atom interaction can deflect
the beam electrons along a new trajectory (“elastic scattering,” with no
kinetic energy loss), causing them to spread out laterally from the incident
beam footprint. The elastic scattering can, after numerous events, actually
result in beam electrons leaving the specimen (a process called “backscat-
tering”), providing an important class of information for SEM imaging.
The probability of elastic scattering increases strongly with atomic num-
ber Z, approximately as Z2, because heavier atoms have a much stronger
positive charge on the atomic nucleus, and decreases as the electron en-
ergy increases, approximately as 1/ E£2. A mathematical description of this
process for an elastic scattering process at angles greater than a specified
angle ¢ has the form

O(>¢o) = 1.62 x 10729(Z2/ E?) cot®(¢o/2)

(3.1)
(events >¢,)/[electron (atom/cm?)]
where Q is called the cross section (cm?) for elastic scattering (i.e., proba-
bility of elastic scattering). The distance between scattering events is known
as the “mean free path,” designated A, and is calculated from the cross sec-
tion and the density of atoms along the path:

A=A/NopQ (cm). (3.2)

Simultaneously with elastic scattering, the beam electrons lose energy
and transfer this energy in various ways to the specimen atoms (“inelastic
scattering”), but this transfer takes place gradually, so that the beam elec-
trons propagate through many atom layers into the specimen before losing
all their energy. We shall find that inelastic scattering gives rise to useful
imaging signals such as secondary electrons and analytical signals such as
x-rays. Bethe (1930) described the rate of energy loss d E with distance
traveled ds as

dE  [keV Z 1.166E;
2 (EX) = 2ne' N2 n ’ (3.3a)
ds cm AE; J

J (keV)=(9.76Z 4+ 58.527%1%) x 1073, (3.3b)

where e is the electron charge (2we* = 1.304 x 107!° for E in keV), N,
is Avogadro’s number, Z is the atomic number, p is the density (g/cm?),
A is the atomic weight (g/mole), E; is the electron energy (keV) at any
point in the specimen, and J is the average loss in energy per event (Berger
and Seltzer, 1964). Note that the negative sign indicates the loss of energy.
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Combining the constants gives

dE  (keV z 1.166E;
(e—) — 785 x 10422 ln< ) . (3.3¢)

ds cm AE; J

The behavior of energy loss as a function of beam energy for different
materials is shown in Fig. 3.2a for intermediate and high beam energies,
and in Fig. 3.2b for low beam energies, where a modification proposed by
Joy and Luo (1989) overcomes limitations in the Bethe expression. Typical
values of dE /ds at 20keV for various pure-element targets are given in
Table 3.1. For compounds or other atomic mixtures, mass-fraction-averaged
materials parameters (Z, 4, and p) are used.

How far can a beam electron travel in the specimen? By integrating
the Bethe expression over the energy range from the incident value to a low
threshold value (e.g., 1 keV), an estimate of the total distance an electron
can travel in the specimen is obtained, the so-called “Bethe range.” Note
that the Bethe range is measured along the trajectory, regardless of direction
changes caused by elastic scattering.

Although we can carry out useful microscopy and at least a first level of
microanalysis without much knowledge of electron physics, there is a criti-
cal consequence of'this scattering physics of which even a beginning student
must be aware. The combined effect of these elastic and inelastic scattering
processes is to distribute the beam electrons over a three-dimensional “in-
teraction volume” with dimensions in the micrometer range, as shown in
Fig. 3.1 for a 20-keV beam in silicon. We must understand the scale of the
processes going on here. Our initial probe was only 1 nm in diameter (just
a few atom diameters), and we might reasonably have expected to achieve
image and analytical resolution on this scale. In fact, the interaction vol-
ume that results from this 1-nm-diameter, 20-keV beam on the entrance
surface has linear dimensions over 1000 times greater and volume dimen-
sions about one billion times greater than the atomic layer under the beam
footprint! New and even veteran users of the SEM are often disappointed
to discover that the resolution of fine detail is often much poorer than
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Figure 3.2. (a) Energy loss due to inelastic scattering calculated with the Bethe expression (3.3) at intermediate and high
beam energies; (b) comparison of energy loss at low beam energy as calculated for Si with the Bethe expression and that proposed
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Table 3.1. Energy Loss Due to Inelastic Scattering

Element Z A p(glem®)  J (keV) dE/ds (keV/icm) dE/ds (eV/nm)

Carbon 6 12.01 2.1 0.100 2.24 x 10* 2.24
Iron 26 55.85 7.87 0.285 6.32 x 10* 6.32
Silver 47 107.9 10.5 0.487 6.94 x 10* 6.94
Uranium 92  238.03 18.95 0.923 9.27 x 10* 9.27

the specified resolution performance of the SEM. In this chapter we will
learn that all of the imaging and analytical signals originate within this
interaction volume and are therefore spread out over a substantial distance
compared to the incident beam size. The interaction volume will thus have
a strong influence on all of the tasks we wish to carry out with the SEM,
limiting its performance both as an imaging and as an analytical tool. We
need to understand all of the factors that control the size of the interaction
volume and the consequent distribution of imaging and analytical signals
to develop a strategy that will permit us to solve the problems at hand.

The following discussions are organized to first consider the situation
for the “conventional” operational range of the SEM, which can be thought
of as 10keV and higher. This distinction is made to separately consider
the “low-voltage” or “low-beam-energy” regime, which will be defined as
the phenomena observed when the incident beam energy is at 5keV or
below, with the minimum as low as 100eV or even less. In this range,
some aspects of electron—specimen interactions are altered substantially.
The range between 10 and 5 keV is a transition between conventional and
low-beam-energy operation.

3.3. The Interaction Volume

3.3.1. Visualizing the Interaction Volume

The interaction volume, or at least its ghost, can be observed in certain
plastic materials such as polymethylmethacrylate (PMMA) which undergo
molecular bonding damage during electron bombardment that renders the
material sensitive to etching in a suitable solvent. This phenomenon is the
basis for important steps in the lithographic fabrication of semiconductor
microcircuits. The same effect has been used to directly reveal the size and
shape of the interaction volume (Everhart et al., 1972). Figure 3.3a shows an
experiment in which the contours of energy deposition by the beam within
the interaction volume are revealed in a series of successively longer chem-
ical etchings at constant electron dose. A static, 20-keV electron beam fo-
cusedtolessthan 0.5 um in diameter was placed for a fixed time at a series of
locations on the PMMA. These constant-dose locations were then subjected
to chemical etching for increasing time periods. Following etching, the
PMMA was cleaved to reveal each etched volume in a vertical cross section
and viewed in the SEM. The etching rate depends upon the damage, which
is proportional to the deposited energy and hence to the electron dose per
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Figure 3.3. (a) Etching experiment performed in poly-
methylmethacrylate (PMMA) for an incident beam energy of
20keV (Everhart et al., 1972) at fixed dose. (b) Interpretation
of the etching experiment of (a) in terms of contours of energy
deposited in the specimen (left) and as calculated with a Monte
Carlo simulation (right).

unit volume, #e~/cm?®. The most highly damaged material etches out first in
the solvent (“a”). This volume is represented by the small cylindrical shape
immediately below the beam entrance surface. Etching for increasing time
periods reveals contours of progressively decreasing electron energy depo-
sition, eventually with long etching time reaching the largest structure (“g”)
in Fig. 3.3a. The contours of successively decreasing energy deposition are
plotted numerically in Fig. 3.3b. The etched structures allow us to directly
visualize electron penetration and the interaction volume in a low-atomic-
number matrix similar in average atomic number to biological materials
and polymers. Several points stand out: (1) Despite the fact that the incident
beam diameter was well under a 1 um in diameter, the interaction volume
at 20keV in a low-density, low-atomic-number target has overall dimen-
sions of several micrometers. (2) The energy deposition rate varies rapidly
throughout the interaction volume, being greatest near the beam impact



point. (3) The interaction volume for a low-density, low-atomic-number
target has a distinct pear shape for the lowest energy deposition contours.
The origin of this pear shape can be understood in terms of the characteris-
tics of elastic and inelastic scattering. For this low-atomic-number matrix,
elastic scattering (~Z?) is relatively weak, so that the beam initially tends
to penetrate into the target, forming the narrow neck of the pear shape.
Inelastic scattering is relatively more probable in this low-atomic-number
material, so that the electron energy decreases. The probability for elastic
scattering increases rapidly with decreasing electron energy (~1/E?). With
further penetration and reduction in electron energy, the cumulative effect
of elastic scattering tends to cause the electron trajectories to deviate, cre-
ating the bulbous portion of the pear shape. Inelastic scattering limits the
eventual range of the electrons in the target.

3.3.2. Simulating the Interaction Volume

The PMMA etching experiment gives results that are representative of
low-atomic-number materials, including the important classes of biolog-
ical materials and polymeric materials that are predominantly composed
of carbon. There are no materials of intermediate (e.g., iron) and high
(e.g., gold) atomic number for which etching can reveal the interaction
volume. To explore these cases, we make use of the technique of Monte
Carlo electron trajectory simulation (Berger, 1963; Shimizu and Murata,
1971; Heinrich et al., 1976, Newbury ef al., 1986; Heinrich and Newbury,
1991). The Monte Carlo simulation technique has developed into a highly
useful tool for SEM/microanalysis ranging from applications in interpreting
SEM images to the x-ray microanalysis of complex structures. Because of
this importance, we will briefly describe its construction. An instructional
Monte Carlo simulation will be found on the CD-ROM that accompanies
the text. The reader is invited to make use of the Monte Carlo simulation to
provide a dynamic sense of the interactions that is lacking from the static
figures of the book.

To constructa Monte Carlo electron trajectory simulation, the effects of
elastic and inelastic scattering are calculated from appropriate models to de-
termine scattering angles, distances between scattering sites (“step length”™),
and the rate of energy loss with distance traveled. From these parameters
and equations of analytical geometry that relate the scattering angles and
step length to successive electron locations, the electron trajectory can be
simulated in a stepwise fashion from the location at which it enters the spec-
imen to its final fate. Because the various physical parameters occur over a
range of values (an individual elastic scattering event, for example, can vary
the trajectory from 0 to 180 deg), random numbers are used with a weight-
ing factor to produce the appropriate statistical distribution of the physical
events. This use of random numbers gives rise to the name “Monte Carlo”
method. As the electron trajectory is followed in a stepwise fashion, the lo-
cation in the specimen (coordinates x, y, z), the electron velocity vector (v,
vy, v.), and the kinetic energy (mv?/2) are constantly updated. The trajec-
tory is followed until either it loses all of its energy (to a selected threshold,
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e.g., 0.5keV) due to inelastic scattering and is captured by the specimen, or
else the electron passes back through the entrance surface (for a flat, semi-
infinite target) or another surface (for thin foils, particles, etc.) and escapes.
These escaping beam electrons form the class known as backscattered elec-
trons, and their spatial, angular, and energy distributions can be recorded.
The production of secondary radiation, such as the generation of character-
istic x-rays or secondary electrons, can be calculated with the appropriate
cross sections and the step length. Extensive testing of Monte Carlo proce-
dures with comparison to experimental values has established the accuracy
of the simulations and the limits of applicability (Newbury and Myklebust,
1984). A more complete description of the Monte Carlo simulation tech-
nique can be found in several references (Newbury and Myklebust, 1979;
Newbury ef al., 1986; Henoc and Maurice, 1991; Hovington et al., 1997).
In this chapter, the Monte Carlo simulation will be used as a tool to study
the interaction volume, backscattered electrons, and secondary radiation
products as a function of specimen and beam parameters.

3.3.3. Influence of Beam and Specimen Parameters
on the Interaction Volume

3.3.3.1. Influence of Beam Energy on the Interaction Volume

The size of the interaction volume is a strong function of the energy
with which the beam electrons interact with the target. The interaction vol-
ume in iron is shown as a function of beam energy for the range 10-30 keV
in Fig. 3.4. The increase in size with beam energy can be understood from
an examination of Egs. (3.1) and (3.3). First, the cross section for elastic
scattering has an inverse dependence on the square of the energy, O ~ 1/E?
[Eq. (3.1)]. Thus, as the beam energy increases, the electron trajectories

—0.5 um

(b)

Figure 3.4. Monte Carlo electron trajectory simulations of the
interaction volume in iron as a function of beam energy: (a) 10 keV,
(b) 20keV, (c) 30keV.



near the surface become straighter and the electrons penetrate more deeply 69
into the solid before the cumulative effects of multiple elastic scattering

events cause some of the electrons to propagate back toward the surface. ELECTRON
S the rate of 1 ith dist travel iven by the Beth BEAM-SPECIMEN
econd, the rate of energy loss with distance traveled, as given by the Bethe INTERACTIONS

expression, is inversely related to the energy, d E /ds ~ 1/E [Eq. (3.3)]. As
the beam energy is increased, the electrons can penetrate to greater depths
because they enter the specimen with more energy and lose it at a lower
rate. The lateral dimensions of the interaction volume are seen to scale
with energy in a similar fashion to the depth. The shape of the interaction
volume does not change significantly with beam energy.

3.3.3.2. Influence of Atomic Number on the Interaction Volume

Monte Carlo calculations, shown in Fig. 3.5 for targets of carbon
(Z = 6),iron (Z = 26), silver (Z = 47), and uranium (Z = 92) at a beam
energy of 20 keV, reveal that the linear dimensions of the interaction volume

—0.5 pm

(b)
(d)

Figure 3.5. Monte Carlo electron trajectory simulations of the interaction volume and corresponding distribution of sites of
inner shell ionization leading to x-ray generation at 20 keV and 0° tilt in various targets. (a) Carbon, (b) carbon K shell, (c) iron,
(d) iron K shell.
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decrease with increasing atomic number at a fixed beam energy. This is a
direct consequence of the increase in the cross section for elastic scattering
with atomic number, Q ~ Z? [Eq. (3.1)]. In targets of high atomic number,
the electrons undergo more elastic scattering per unit distance and the av-
erage scattering angle is greater than for low-atomic-number targets. The
electron trajectories in high-atomic-number materials thus tend to deviate
out of the initial direction of travel more quickly, increasing backscattering
and reducing penetration into the solid. From Table 3.1 the energy loss rate
from the Bethe expression generally increases with atomic number, limit-
ing the total range and tending to reduce the size of the interaction volume.
In low-atomic-number materials, elastic scattering is less likely and the
trajectories deviate less from the initial beam path, allowing for deeper
penetration into the solid. Because the rate of energy loss is lower in low-Z
materials, this also contributes to a larger interaction volume. The shape of
the interaction volume also changes significantly as a function of atomic
number. The dense region of trajectories changes from the pear shape seen
in low-atomic-number materials to a more nearly hemispherical shape trun-
cated by the plane of the surface for high-atomic-number materials.

0.5 um

(@

V)

(h)

Figure 3.5. (Continued) (e) silver, (f) silver L shell, (g) uranium, (h) uranium M shell. Note dimension changes from C to Fe

to Ag to U.
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As the angle of tilt of a specimen surface increases, that is, the angle of

Al : : ! ELECTRON
inclination of the beam relative to the surface decreases, the interaction vol- BEAM-SPECIMEN
ume becomes smaller and asymmetric, as shown in the Monte Carlo plots INTERACTIONS

of Fig. 3.6. This behavior can be understood with the aid of Fig. 3.6, which
depicts the scattering cone for an elastic event. Assume that the semicone
angle is equal to the most probable value of the elastic scattering angle,
which is typically in the range 3°-5°. Most elastic scattering angles are so
small that the electron tends to continue in the same general direction after
scattering (that is, the tendency is for “forward scattering”). The electron
will travel with equal probability to some point on the circumference of
the base of the cone. At 0° tilt, for which the beam is perpendicular to the
surface, the tendency for forward scattering causes most of the electrons
to propagate down into the specimen, as shown in Fig. 3.6d. For a tilted
specimen, despite the tendency for forward scattering, at least some of
the beam electrons propagate nearer to the surface; indeed, even with a
small scattering angle, some electrons can escape through the specimen
surface after a single small-angle scattering event for a highly tilted sur-
face. The electrons do not penetrate as deeply into the specimen at high

@ (b)

(c)

(d) \

Figure 3.6. Monte Carlo electron trajectory simulations of the interaction volume in iron at Eg = 20keV for various tilts:
(a) 0° tilt, (b) 45° tilt, (c) 60° tilt. (d) Schematic illustration of the origin of increased backscattering from tilted specimens.
Consider a given average elastic scattering angle ¢ which produces the scattering cone indicated. The electron may land at any
point on the base of the cone with equal probability. At normal incidence, no matter where on the base of the cone the electron
lands, it tends to continue propagating into the solid. When the specimen is tilted, some of the possible locations on the base of
the scattering cone actually carry the electron out of the solid immediately.
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tilts, and the interaction volume thus has a reduced depth dimension. The
lateral dimensions of the interaction volume from a tilted specimen present
a different situation. Because of the asymmetry of the scattering situa-
tion for a tilted specimen, the interaction volume dimension perpendicular
to the axis of tilt increases in the “downwind” direction from the beam
impact point as compared to normal incidence, whereas the dimension par-
allel to the axis of tilt remains nearly the same as that for normal beam
incidence.

3.3.4. Electron Range: A Simple Measure
of the Interaction Volume

3.3.4.1. Introduction

From the plots presented in Figs. 3.4-3.6, it is clear that the interaction
volume is a complex three-dimensional region which depends on beam
energy, material parameters, and specimen tilt. Despite this complexity,
there are situations when we need to describe the interaction volume with
a single parameter, the so-called “electron range.” Using the Monte Carlo
depiction of the interaction volume shown in Fig. 3.1, consider a hemisphere
constructed with a radius whose origin is the entry point of the beam
into the specimen and which contains a specified fraction of the electron
trajectories, for example, 90%. We could specify 100% of the trajectories,
but it is clear from repeated calculations of the Monte Carlo simulation
that, due to the statistical nature of the scattering processes, to capture the
last 10% of the trajectories we must significantly enlarge the boundary of
the interaction volume, including space where not much is happening. In
experimental determinations such as the polymer etching, a similar result is
found. The boundary is not really abrupt, but occurs as a gradual lowering
of trajectory density. Moreover, for most purposes our measurements are
relatively insensitive to the behavior of these electrons, which have lost
nearly all their energy and thus constitute the boundary region. The electron
range is thus properly thought of as a “gray number,” that is, a simple value
that is useful for rough comparisons and scaling various signal distributions.
Within the electron range, the density of scattering events changes sharply
with distance from the beam impact area.

Numerous descriptions of the electron range are available in the liter-
ature. With the cautions noted above, the range equation which we will use
in this text is that due to Kanaya and Okayama (1972), who parameterized
the electron range as

0.0276 4
Rko (pm) = T%Eém, (3.4)

where A is the atomic weight (g/mole), Z is the atomic number, p is the
density (g/cm?®), E, is the beam energy (keV), and Rxo is calculated in
micrometers with the constant 0.0276 (to calculate Rgo in nanometers, the



constant becomes 27.6). The specimen is assumed to be flat, thick enough
to be electron-opaque, and of sufficiently large lateral extent that there are
no edges or boundaries within Rgo of the beam, and the incident elec-
tron beam is placed normal to the specimen surface (tilt angle = 0°).
Values calculated with Eq. (3.4) should be considered “gray num-
bers” and not stated beyond two significant figures because of various
uncertainties.

For tilted specimens, the interaction volume becomes asymmetric, with
the degree of asymmetry increasing with the tilt. As the tilt increases, the
depth of penetration and therefore the z extent of the interaction volume are
reduced due to the tendency for the beam electrons to travel in the forward
direction, progressively closer to the entrance surface, which allows more
of them to escape. The reduction in the electron range (again defined as the
z boundary from the surface) as a function of'tilt & can be roughly described
as

R(6) = R(0)cos, (3.5)

where R (0) is the Kanaya—Okayama range at normal beam incidence
(0° tilt) from Eq. (3.4).

There are other consequences of tilting for the interaction volume. As
shown in Fig. 3.5, as the tilt increases, the interaction volume becomes
longer in the direction “downhill” from where the beam strikes (i.e., along
the direction in the surface plane perpendicular to the tilt axis), while
shortening in the “uphill” direction. Parallel to the tilt axis, the interaction
volume retains about the same width as that found at normal incidence. For
very high tilts above 60°, so many beam electrons escape that the interaction
volume dimension parallel to the tilt axis also decreases.

3.3.4.2. The Electron Range at Low Beam Energy

Studies by Joy and Luo (1989) suggest that the Bethe expression is
satisfactory over a range extending from approximately 7. to a maximum
of approximately 50 keV. The criterion 7./ indicates that for operation under
low-beam-energy conditions with £y < 5 keV, calculations based upon the
Bethe expression will result in discrepancies for targets of intermediate
and high atomic number at the following energy thresholds: C (0.7 keV),
Al (1.1keV), Cu (2.2keV), and Au (5.6 keV). Joy and Luo (1989) noted
that at low beam energies the number of processes contributing to the
energy loss decreases; they proposed a modified form of the Bethe energy
loss relation which is appropriate at low beam energies, below 7./, that
incorporates a modified term, J*:

dE 785 % 10° Zp ) 1.166E; keV (3.62)
—_— = — /. X 0 . .0a
ds AE, e\ T cm
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Range (um)
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.001

The modified mean ionization potential is given by

. J
/= 1+ (kJ/E) (3.6b)

where J is the value given by the conventional expression, Eq. (3.3b). In
this expression, k is a variable dependent on atomic number which is always
close to but less than unity. The data for the variable £ presented by Joy
and Luo (1989) fit an equation of the form

k =0.731 + 0.0688 log,, Z. (3.6¢)

The Joy—Luo expressions for d E /ds can be used to calculate the dis-
tance an electron can travel in the specimen, analogous to the Bethe range,
but appropriate to the low-beam-energy regime. Note that the distance s in
Egs. (3.3¢) and (3.6a) is the distance along the trajectory. A comparison of
the Bethe and Joy—Luo ranges is presented in Fig. 3.7, where it can be seen
that at progressively lower beam energies, the Joy—Luo range continues to
decrease while the Bethe range reaches a limit. Note that because of elastic
scattering, the real trajectories deviate significantly from a straight line,
especially in targets of high atomic number, so that the range describing
the limit of the electron trajectories will be less than the range calculated
purely on the basis of energy loss.

T T TTTTT T T TTTTH

T TTTTTT

Figure 3.7. Electron range at low inci-
dent beam energy calculated by the Bethe
Lol I S expression as extended by Rao-Sahib and

0.1

1.0 10 Wittry (1972) (dashed lines) and as modi-

i fied by Joy and Luo (1989) (solid lines) for
Incident Energy (keV) Al Cu, and Au.



3.4. Imaging Signals from the Interaction Volume

Backscattered and secondary electrons, the principal signals used to
form images in scanning electron microscopy, are generated within the in-
teraction volume. These signals are capable of carrying information about
specimen composition, shape (topography), local fine-scale surface texture,
thickness, and local inclination to the incident beam. The information pre-
sented in the next two sections forms the critical database for performing
SEM image interpretation.

3.4.1. Backscattered Electrons

Backscattered electrons (BSE) are beam electrons whose trajectories
have intercepted a surface, usually, but not necessarily, the entrance surface,
and which thus escape the specimen. Close examination of the Monte Carlo
simulations in Figs. 3.3-3.5 reveals examples of beam electron trajectories
that lead to backscattering. Generally, these electrons have undergone nu-
merous elastic scattering events to accumulate enough deviation from the
incident beam path to return to the surface. If a large number of trajectories
is examined, a few examples will be found in which a large-angle elastic
scattering (>90°) event will lead to a beam electron escaping as a BSE
after a few events or even one event. Backscattered electrons remove a
significant amount of the total energy of the primary beam, which in the
absence of the backscattering effect would contribute to the production of
additional secondary radiation products such as the characteristic x-rays
measured in quantitative x-ray microanalysis.

Backscattering is quantified by the backscatter coefficient n, which is
defined as

n
n=ot = B (3.7)
np IB

where np is the number of beam electrons incident on the specimen and
ngsk is the number of backscattered electrons (BSE). The backscatter co-
efficient can also be expressed in terms of currents, where ig refers to
the beam current injected into the specimen and iggg to the backscattered
electron current passing out of the specimen. The significant properties of
BSE are surveyed in the following sections; for a more detailed survey,
particularly for thin films, see Niedrig (1978).

3.4.1.1. Atomic Number Dependence of BSE

The Monte Carlo trajectory plots for different elements shown in
Fig. 3.4 suggest that backscattering increases with increasing atomic num-
ber. Careful experiments have been performed in which the beam current
is first accurately measured by trapping it in a Faraday cup connected to a
picoammeter. The Faraday cup is made by drilling a blind hole about 3 mm
in diameter into a block of conducting metal, such as brass, and fitting over
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Figure 3.8. Variation ofthe backscattered electron coefficient n as a function of atomic number
at £y = 20keV. (Data of Heinrich, 1966.

this hole an aperture with a much smaller entrance hole, typically 100 um
in diameter or less. Once the electrons of the focused beam have passed
through the aperture and scatter off the floor and walls of the hole, it is very
unlikely they will pass back out of the aperture. Secondary electrons (see
below) created at surfaces within the hole are also prevented from escap-
ing and modifying the measured beam current. The entire beam current is
thus absorbed by the block, and by electrically isolating it and attaching
a lead to the picoammeter, the true beam current can be measured. When
the beam is allowed to strike polished pure-element metal blocks simi-
larly attached to the picoammeter, the current flowing through the meter
to ground is found to be less than the beam current because a fraction of
the beam has been backscattered. (Note that for maximum accuracy, it is
necessary to isolate and bias the target to prevent the escape of secondary
electrons.)

Figure 3.8 shows a plot of backscattering versus atomic number, 7,
versus Z. Some important points about this plot should be noted:

1. The plot shows a general, monotonic increase in the backscattering
coefficient with atomic number. Whenever a sensible relationship is found
between a specimen property, such as composition, and a measurable signal
in the SEM, such as BSE, the basis for a contrast mechanism exists. In this
case, the monotonic increase of 1 versus Z forms the basis for atomic
number contrast (also called compositional contrast or Z contrast).

2. The slope of ny versus Z is initially steep, but decreases with increas-
ing Z, becoming very shallow above Z = 50. The practical effect of this
behavior is that atomic number contrast between adjacent pairs of elements
is strong at low atomic number and weak at high atomic number.



The curve of 5 versus Z can be conveniently fit with an expression 77
obtained by Reuter (1972):
ELECTRON

n=—0.02544+0.016Z —1.86 x 10742 +83 x 107723,  (3.8) BEAM-SPECIMEN
. . . . . INTERACTIONS
This expression is useful for estimating values of  when contrast calcula-

tions must be performed (see Chapter 4).

When a target is a mixture of elements that is homogeneous on an
atomic scale, for example, a solid solution, then the backscattering coeffi-
cient follows a simple rule of mixtures based on the weight (mass) concen-
trations C; of the individual constituents (Heinrich, 1966):

n= Zcmi, (3.9)

where i denotes each constituent, »; is the pure element backscatter coef-
ficient for element i, and the summation is taken over all constituents.

3.4.1.2. Beam Energy Dependence of BSE

The size of the interaction volume was seen in the Monte Carlo plots
of Fig. 3.3 to be a strong function of the beam energy. We might reasonably
expect that the backscatter coefficient would also depend strongly on beam
energy. However, experimental measurements reveal that this is not the
case. As shown in Fig. 3.9, there is only a small change, generally less than
10%, in the backscatter coefficient as a function of beam energy for the
range 5-50keV, which spans the conventional SEM/EPMA range. When
data for specific elements are examined, the slight energy dependence of
the backscatter coefficient is found to behave in a complex manner, increas-
ing, decreasing, or remaining nearly constant, depending on the particular
element (Heinrich, 1966). This unexpected insensitivity to beam energy
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can be understood from the following qualitative argument. Although the
range increases as approximately the 1.67 power of the beam energy, the
Bethe energy loss expression shows that the rate of energy loss decreases
with increasing energy. Compare an average electron at the limit of the
envelope of the interaction volume for an incident energy of 10 keV with
an average electron at the same absolute depth in the interaction volume
that started with 20-keV incident energy. In the 10-keV case, the electron
loses virtually all of its energy and becomes captured by the specimen. For
the 20-keV case, an electron at the same depth still has at least 10 keV of
its energy remaining because it started with twice the energy and lost it at
a lower rate. The electron thus has the possibility of continuing to travel
and scatter, so that a significant fraction of these electrons can eventually
reach the surface and escape as backscattered electrons. The backscatter
coefficient is thus relatively insensitive to the beam energy.

At beam energies below 5 keV, the behavior of the backscatter coef-
ficient is more complicated. As the beam energy is reduced toward 1 keV,
the backscatter coefficients of light elements apparently increase, whereas
those for heavy elements decrease. Hunger and Kuchler (1979) described
an expression for backscattering, originally intended for the beam energy
range 4—40 keV, which appears to work well when extended to energies as
low as 1keV (Joy, 1991):

nZ,E)=E"C, (3.10a)
where
m =0.1382 — (0.9211/+/Z) (3.10b)
and
C =0.1904 — 0.2235(log, Z ) + 0.1292(log, Z )* — 0.01491(log, Z )°.
(3.10¢)

There is a considerable practical difficulty in making low-beam-energy
backscatter measurements under conditions appropriate to conventional
SEM. The accumulation of contamination during measurement in the
vacuum environment of conventional SEMs can alter the apparent backscat-
ter coefficient. Contamination may arise from the specimen surface and/or
from the residual gases of the pumping system. From Fig. 3.7, the range
for 1-keV electrons is only from 0.01 wm (gold) to 0.04 um (aluminum),
which may be compared to a range of 0.4—1.3 um for 10-keV electrons.
If a layer of only a few nanometers of carbonaceous material builds up
during a low-beam-energy measurement, this layer will have a large influ-
ence on the apparent backscatter coefficient. Such contamination effects
may actually dominate low-beam-energy images in instruments with con-
ventional vacuum systems when no special surface cleaning is used. The
presence of carbon will reduce the apparent backscattering coefficient. If
such a contamination layer extends over regions of different atomic num-
ber that would be expected to produce atomic number contrast in an SEM
image, the carbon may reduce or even eliminate the contrast. Thus, the
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Figure 3.10. (a) Backscattered electron coefficient as a function of tilt as measured for iron
and as calculated by Monte Carlo electron trajectory simulation (Newbury ef al., 1973).

microscopist’s observations at low beam energy may be greatly influenced
by unexpected surface contamination, especially in conventional vacuum
instruments.

3.4.1.3. Tilt Dependence of BSE

If the backscatter coefficient is measured as a function of the tilt angle
0, which is defined as the complement of the angle between the beam and
the surface plane, then a smooth, monotonic increase in backscattering
with tilt is found, as demonstrated in Fig. 3.10a. The slope of n versus 6 is
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Figure 3.10. (Continued) (b) Backscattered electron coefficient as a function of tilt as cal-
culated for several elements by Monte Carlo electron trajectory simulation.
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initially shallow, but increases with increasing tilt. At very high tilt angles,
which correspond to grazing incidence, the value of 7 tends toward unity.
If n versus 6 is plotted for a range of elements, then at high values of 6
the backscatter coefficients for all elements tend to converge, as shown
in Fig. 3.10b. An expression suggested by Arnal ef al. (1969) gives the
backscatter coefficient as a general function of Z and 0:

n@) = 1/(1 + cos6)?, (3.11)

where p = 9/ Z.

This behavior of n versus 6 arises because of the dominant tendency
of elastic scattering to be in the forward direction. That is, most elastic
scattering events result in relatively small deviation angles, of the order of
5°, so the electron trajectories tend to continue in roughly the same direction
after scattering as they were initially traveling. When the beam is set normal
to the specimen surface, that is, & = 0°, this tendency for forward scattering
means that beam electrons tend to penetrate into the target. Only by the
cumulative effects of many small scattering events, and the much rarer
large-angle events, do some of the electron trajectories reverse direction
and travel back toward the surface to escape as backscattered electrons.
However, if the tilt angle of the specimen surface is increased sufficiently,
the geometry of the situation is such that, despite the tendency for forward
scattering, electrons tend to travel along trajectories near the surface, as
seen in Fig. 3.6. Thus, electrons can exit the tilted surface with less total
angular deviation, so the backscattering coefficient increases.

The monotonic rise of  with 6 forms the basis for an important com-
ponent of the mechanism of topographic contrast in the SEM, by which the
shape of objects is recognized. In quantitative electron probe microanalysis
corrections, the enhanced loss of backscattered electrons from tilted spec-
imens contributes to a decrease in the production of characteristic x-rays
as compared to a specimen at 0° tilt.

3.4.1.4. Angular Distribution of BSE

A second important consideration is the directionality of the backscat-
tered electrons. The dependence of 1 upon 6 gives the total number of
backscattered electrons that emerge at a particular tilt angle of the sur-
face without regard to the trajectories which the backscattered electrons
follow out of the specimen. In considering the performance of a backscat-
tered electron detector and in order to interpret the images obtained from
the BSE signal, it is necessary to understand relationship of the detector
position to the BSE trajectories emitted from the specimen.

Normal Beam Incidence (0° Tilt). The angular distribution of back-
scattered electrons is defined relative to the normal to the surface through
which the BSE emerge. Consider a specimen at 0° tilt, for which the beam is
parallel to the surface normal. As shown in Fig. 3.11, an angle ¢ is defined
by the vector of the surface normal n and a second vector m. If the number
of backscattered electrons is measured by placing a detector with a very



Figure 3.11. Angular distribution
of backscattered electrons relative to
the surface normal for a specimen
surface at 0° tilt (beam perpendicular
to surface).

narrow angle of view along a specific direction m, then the backscatter
coefficient at the angle ¢, designated n(¢), follows a distribution which
approximates a cosine expression:

n(¢) = 1, cos @, (3.12)

where 7y, is the value measured along the normal vector n. In Fig. 3.11, the
relative number of backscattered electrons at any angle ¢ is given by the
length of the line drawn from the beam impact point to intersect the solid
curve. For 0° tilt, this cosine distribution is rotationally symmetric around
the surface normal, so that the same angular distribution is found in any
plane that contains the surface normal.

Inspection of this cosine distribution shows that the maximum number
of backscattered electrons is emitted along the surface normal, ¢ = 0°,
which means they travel back along the incident beam! As the detector is
placed at larger values of ¢ away from the surface normal, the number of
backscattered electrons decreases. At ¢ = 45°, the backscattered intensity
is approximately 0.707 of the intensity along ¢ = 0°, whereas at ¢ = 60°,
the intensity has fallen to 0.50. At shallow angles just above the surface,
there are virtually no backscattered electron trajectories. Thus, the angular
location of a BSE detector relative to a specimen surface will have a strong
influence on its collection efficiency.

Angular Distribution from Tilted Specimen Surfaces (Non-Normal
Beam Incidence). When the specimen surface is tilted, the angular dis-
tribution changes from the symmetric cosine law found at normal beam
incidence. As the surface is tilted, the tendency for forward elastic scat-
tering favors backscattering from the surface in directions away from the
incident beam. The angular distribution thus becomes asymmetric, with a
distinct lobe in the forward scattering direction. This asymmetry is most
pronounced at high tilt angles, greater than 45° tilt, as shown in Fig. 3.12a,
which compares the angular distributions for 0° tilt and 80° tilt. For high
tilt angles, the angular distribution resembles a highly elongated ellipse,
with the long axis of the ellipse at approximately the same angle above
the surface as the incident beam. Virtually no electrons are backscattered
along the incident beam trajectory. At more shallow angles, less than 45°
tilt, the distribution is similar to a cosine distribution with distortion in the
forward direction away from the beam.
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Figure 3.12. (a) Comparison of the angular distribution of backscattered electrons for sample
tilts of @ = 0° and & = 80°. Note that the angular distribution is strongly peaked in the forward
direction at high tilt. (b) Schematic illustration of the direction of maximum backscattering in a
highly tilted specimen; the backscatter maximum tends to be in a plane defined by the incident
beam vector and the surface normal.

A second consequence of tilting the specimen surface is the asymmetry
of the interaction volume. This asymmetry also affects backscattering. For
tilt angles greater than 45°, the angular distribution becomes progressively
narrower parallel relative to the tilt axis. At very high tilt angles, for ex-
ample, the 80° tilt case considered in Fig. 3.12a, the distribution is sharply
peaked in the forward direction, and relatively little scattering occurs par-
allel to the tilt axis. That is, the distribution plotted in Fig. 3.12a is much
thinner in the direction out of the plotting plane. For highly tilted surfaces,
many of the beam electrons skip off the first few atom layers and exit the
specimen after only a few scattering events, so that most are contained in
a plane defined by the beam vector and the surface normal, Fig. 3.12b.

3.4.1.5. Energy Distribution of BSE

As the beam electrons travel within the specimen, the various pro-
cesses of inelastic scattering reduce the electron energy at a rate of roughly
1-10eV/nm, as indicated in Table 3.1. It is clear from examination of
the Monte Carlo electron trajectory plots of Figs. 3.3-3.5 that individual
backscattered electrons can follow trajectories which involve different dis-
tances of travel in the specimen before escaping. The energy retained by
each backscattered electron depends on the history of the beam electron.
Monte Carlo calculations of energy distributions of backscattered electrons,
given in Fig. 3.13, show several distinct characteristics:

1. The energy distribution is a continuum extending from the incident
beam energy (i.e., a small fraction of beam electrons scatter elastically
with a sufficiently large angle immediately upon entering the specimen
and backscatter without any significant energy loss) to essentially zero
energy (i.e., a small fraction of beam electrons travel so far in the specimen
that they lose virtually all of their incident energy and reach the surface just
prior to being captured by the specimen upon 