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Early interferometers
Michelson in 1881

Wikipedia: Michelson Morley experiment



Early interferometers

Michelson & Pease 1921

Measurement of the diameter of Betelgeuse
(by ‘resolving out’ the source - see later)



Optical interferometry
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Capella binary at two epochs



Mid-IR interferometry



Radio interferometry

ALMA Partnership 2015



Gravitational waves

Abbott et al 2016



Why do interferometry?
• Resolution

• Dishes can only be so big
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Windows for astronomy



Interferometry
Jansky Very Large Array, New Mexico



Basic interferometer

RC = (V 2/2) cos (!⌧g)

ERA: Fig 3.41
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Figure 1. Young’s two-slit interference experiment (monochromatic light) is presented to illustrate
the basic principles behind stellar interferometry. On the left is the case for a single point-source,
while the case on the right is for a double source with the angular distance being half the fringe
spacing. Note, the interference pattern shown represents the intensity distribution, not the electric
field.

Imagine another point-source of light (of equal brightness, but incoherent with the first)
located at an angle of λ/(2b) from the first source (see right panel of figure 1). The two
illumination patterns are out of phase with one another by 180˚, hence cancelling each other
out and presenting a uniformly illuminated screen. Clearly such an interfering device (an
‘interferometer’) can be useful in studying the brightness distribution of a distant ‘stellar’
object. This application of interferometry was first proposed by Fizeau (1868) and successfully
applied by Michelson to measure the angular diameters of Jupiter’s moons (Michelson 1890,
1891) in 1891 and later (with Pease in 1921) to measure the first angular size of a star beyond
the Sun (Michelson and Pease 1921) (see section 3.1 for further details on the early history of
optical interferometry).

2.1.2. Angular resolution. The ability to discern the two components of a binary star system
is often used to gauge the spatial resolution of an instrument, be it a conventional imaging
telescope or a separated-element interferometer. Classical diffraction theory has established
the ‘Rayleigh Criterion’ for defining the (diffraction-limited) resolution of a filled circular
aperture of diameter D:

Resolution of telescope ≡ "#telescope = 1.22
λ

D
rad (3)

This criterion corresponds to the angular separation on the sky when one stellar component
is centred on the first null in the diffraction pattern of the other; the binary is then said to be
resolved. A similar criterion can be defined for an interferometer: an equal brightness binary

�t � 1/!
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Basic interferometer
finite bandwidth - add delay to “point” phase center

ERA: Fig 3.43
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Figure 1. Young’s two-slit interference experiment (monochromatic light) is presented to illustrate
the basic principles behind stellar interferometry. On the left is the case for a single point-source,
while the case on the right is for a double source with the angular distance being half the fringe
spacing. Note, the interference pattern shown represents the intensity distribution, not the electric
field.

Imagine another point-source of light (of equal brightness, but incoherent with the first)
located at an angle of λ/(2b) from the first source (see right panel of figure 1). The two
illumination patterns are out of phase with one another by 180˚, hence cancelling each other
out and presenting a uniformly illuminated screen. Clearly such an interfering device (an
‘interferometer’) can be useful in studying the brightness distribution of a distant ‘stellar’
object. This application of interferometry was first proposed by Fizeau (1868) and successfully
applied by Michelson to measure the angular diameters of Jupiter’s moons (Michelson 1890,
1891) in 1891 and later (with Pease in 1921) to measure the first angular size of a star beyond
the Sun (Michelson and Pease 1921) (see section 3.1 for further details on the early history of
optical interferometry).

2.1.2. Angular resolution. The ability to discern the two components of a binary star system
is often used to gauge the spatial resolution of an instrument, be it a conventional imaging
telescope or a separated-element interferometer. Classical diffraction theory has established
the ‘Rayleigh Criterion’ for defining the (diffraction-limited) resolution of a filled circular
aperture of diameter D:

Resolution of telescope ≡ "#telescope = 1.22
λ

D
rad (3)

This criterion corresponds to the angular separation on the sky when one stellar component
is centred on the first null in the diffraction pattern of the other; the binary is then said to be
resolved. A similar criterion can be defined for an interferometer: an equal brightness binary
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Figure 1. Young’s two-slit interference experiment (monochromatic light) is presented to illustrate
the basic principles behind stellar interferometry. On the left is the case for a single point-source,
while the case on the right is for a double source with the angular distance being half the fringe
spacing. Note, the interference pattern shown represents the intensity distribution, not the electric
field.

Imagine another point-source of light (of equal brightness, but incoherent with the first)
located at an angle of λ/(2b) from the first source (see right panel of figure 1). The two
illumination patterns are out of phase with one another by 180˚, hence cancelling each other
out and presenting a uniformly illuminated screen. Clearly such an interfering device (an
‘interferometer’) can be useful in studying the brightness distribution of a distant ‘stellar’
object. This application of interferometry was first proposed by Fizeau (1868) and successfully
applied by Michelson to measure the angular diameters of Jupiter’s moons (Michelson 1890,
1891) in 1891 and later (with Pease in 1921) to measure the first angular size of a star beyond
the Sun (Michelson and Pease 1921) (see section 3.1 for further details on the early history of
optical interferometry).

2.1.2. Angular resolution. The ability to discern the two components of a binary star system
is often used to gauge the spatial resolution of an instrument, be it a conventional imaging
telescope or a separated-element interferometer. Classical diffraction theory has established
the ‘Rayleigh Criterion’ for defining the (diffraction-limited) resolution of a filled circular
aperture of diameter D:

Resolution of telescope ≡ "#telescope = 1.22
λ

D
rad (3)

This criterion corresponds to the angular separation on the sky when one stellar component
is centred on the first null in the diffraction pattern of the other; the binary is then said to be
resolved. A similar criterion can be defined for an interferometer: an equal brightness binary
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Figure 1. Young’s two-slit interference experiment (monochromatic light) is presented to illustrate
the basic principles behind stellar interferometry. On the left is the case for a single point-source,
while the case on the right is for a double source with the angular distance being half the fringe
spacing. Note, the interference pattern shown represents the intensity distribution, not the electric
field.

Imagine another point-source of light (of equal brightness, but incoherent with the first)
located at an angle of λ/(2b) from the first source (see right panel of figure 1). The two
illumination patterns are out of phase with one another by 180˚, hence cancelling each other
out and presenting a uniformly illuminated screen. Clearly such an interfering device (an
‘interferometer’) can be useful in studying the brightness distribution of a distant ‘stellar’
object. This application of interferometry was first proposed by Fizeau (1868) and successfully
applied by Michelson to measure the angular diameters of Jupiter’s moons (Michelson 1890,
1891) in 1891 and later (with Pease in 1921) to measure the first angular size of a star beyond
the Sun (Michelson and Pease 1921) (see section 3.1 for further details on the early history of
optical interferometry).

2.1.2. Angular resolution. The ability to discern the two components of a binary star system
is often used to gauge the spatial resolution of an instrument, be it a conventional imaging
telescope or a separated-element interferometer. Classical diffraction theory has established
the ‘Rayleigh Criterion’ for defining the (diffraction-limited) resolution of a filled circular
aperture of diameter D:

Resolution of telescope ≡ "#telescope = 1.22
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This criterion corresponds to the angular separation on the sky when one stellar component
is centred on the first null in the diffraction pattern of the other; the binary is then said to be
resolved. A similar criterion can be defined for an interferometer: an equal brightness binary
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Figure 1. Young’s two-slit interference experiment (monochromatic light) is presented to illustrate
the basic principles behind stellar interferometry. On the left is the case for a single point-source,
while the case on the right is for a double source with the angular distance being half the fringe
spacing. Note, the interference pattern shown represents the intensity distribution, not the electric
field.

Imagine another point-source of light (of equal brightness, but incoherent with the first)
located at an angle of λ/(2b) from the first source (see right panel of figure 1). The two
illumination patterns are out of phase with one another by 180˚, hence cancelling each other
out and presenting a uniformly illuminated screen. Clearly such an interfering device (an
‘interferometer’) can be useful in studying the brightness distribution of a distant ‘stellar’
object. This application of interferometry was first proposed by Fizeau (1868) and successfully
applied by Michelson to measure the angular diameters of Jupiter’s moons (Michelson 1890,
1891) in 1891 and later (with Pease in 1921) to measure the first angular size of a star beyond
the Sun (Michelson and Pease 1921) (see section 3.1 for further details on the early history of
optical interferometry).

2.1.2. Angular resolution. The ability to discern the two components of a binary star system
is often used to gauge the spatial resolution of an instrument, be it a conventional imaging
telescope or a separated-element interferometer. Classical diffraction theory has established
the ‘Rayleigh Criterion’ for defining the (diffraction-limited) resolution of a filled circular
aperture of diameter D:

Resolution of telescope ≡ "#telescope = 1.22
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This criterion corresponds to the angular separation on the sky when one stellar component
is centred on the first null in the diffraction pattern of the other; the binary is then said to be
resolved. A similar criterion can be defined for an interferometer: an equal brightness binary
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Figure 1. Young’s two-slit interference experiment (monochromatic light) is presented to illustrate
the basic principles behind stellar interferometry. On the left is the case for a single point-source,
while the case on the right is for a double source with the angular distance being half the fringe
spacing. Note, the interference pattern shown represents the intensity distribution, not the electric
field.

Imagine another point-source of light (of equal brightness, but incoherent with the first)
located at an angle of λ/(2b) from the first source (see right panel of figure 1). The two
illumination patterns are out of phase with one another by 180˚, hence cancelling each other
out and presenting a uniformly illuminated screen. Clearly such an interfering device (an
‘interferometer’) can be useful in studying the brightness distribution of a distant ‘stellar’
object. This application of interferometry was first proposed by Fizeau (1868) and successfully
applied by Michelson to measure the angular diameters of Jupiter’s moons (Michelson 1890,
1891) in 1891 and later (with Pease in 1921) to measure the first angular size of a star beyond
the Sun (Michelson and Pease 1921) (see section 3.1 for further details on the early history of
optical interferometry).

2.1.2. Angular resolution. The ability to discern the two components of a binary star system
is often used to gauge the spatial resolution of an instrument, be it a conventional imaging
telescope or a separated-element interferometer. Classical diffraction theory has established
the ‘Rayleigh Criterion’ for defining the (diffraction-limited) resolution of a filled circular
aperture of diameter D:

Resolution of telescope ≡ "#telescope = 1.22
λ

D
rad (3)

This criterion corresponds to the angular separation on the sky when one stellar component
is centred on the first null in the diffraction pattern of the other; the binary is then said to be
resolved. A similar criterion can be defined for an interferometer: an equal brightness binary
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Astrometry
milli-arcsec precision - basis of ICRF
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Basic interferometer
signal = sum of (sky image x fringe pattern on sky)

RC =

Z
I(s) cos (2⇡b · ŝ/�)d⌦ (i.e. a number)
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Basic interferometer
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one point
source: RC=1

one point
source: RC=-1



Basic interferometer
signal = sum of (sky image x fringe pattern on sky)

RC =

Z
I(s) cos (2⇡b · ŝ/�)d⌦ (i.e. a number)

�/b
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two point
sources: RC=0

define “resolved”
�✓ = �/(2b)



Basic interferometer
but odd component of a signal is invisible:
second correlator with 90deg phase shift

RS =

Z
I(s) sin (2⇡b · ŝ/�)d⌦

A =
�
R2

C +R2
S

�1/2
� = tan�1 (RS/RC)

visibility amplitude visibility phase

V = RC � iRS = Ae�i�

now define complex visibility



Basic interferometer
V =

Z
I(s) exp (�i2⇡b · ŝ/�)d⌦

Van Cittert-Zernike thorem:
Fourier transform of a far source is equal to its complex visibility

image ‘uv’ plane

V = RC � iRS = Ae�i�

u = b/�
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i.e. sample V at a given u,v (which is set by baseline)



Basic interferometer

image ‘uv’ plane u = b/�
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i.e. sample V at a given u,v (which is set by baseline)

each point corresponds to a 
baseline separation and orientation

(+ phase)



Visibility curves794 J D Monnier
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Figure 2. This figure shows simple one-dimensional images and their corresponding visibility
curves. The left panels are the images while the right panels correspond to the Fourier amplitudes,
i.e. the visibility amplitudes. Note that ‘large’ structure in image-space result in ‘small’ structure
in visibility-space.

while the point-source remains unresolved out to the highest spatial frequency. Note that the
visibility plateaus at 0.10, corresponding to the fraction of the total flux which is left unresolved.
This is easy to understand since the Fourier Transform is linear; that is, the (complex) visibility
of a point-source and extended structure is equal to the visibility of the point-source plus the
visibility of the extended structure separately. This property of linearity is very helpful in
interpreting simple visibility curves.

Most astronomical objects are not one-dimensional, and the two-dimensional space of
spatial frequencies is called the Fourier Plane, or the (u, v) plane, named after the (u, v)
coordinates defined in equation (7). Further, in general we must consider both the visibility
amplitude and the visibility phase. For example, consider the equal binary system depicted in
figure 3. The complex visibility can be easily written by choosing the origin midway between
the two components. Note the abrupt phase jump when the visibility amplitude goes through
a null. These discontinuities are smoothed out when the two components are not precisely
equal.

2.2. Atmospheric problems

An incoming plane wave from a stellar source is corrupted as it propagates through the turbulent
atmosphere. Variations in the column density of air along different paths cause the effective
pathlength to vary, introducing wavefront distortion. If these distortions become a significant

10%
90%

Monnier 2003
baseline (     )b/�
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Figure 2. This figure shows simple one-dimensional images and their corresponding visibility
curves. The left panels are the images while the right panels correspond to the Fourier amplitudes,
i.e. the visibility amplitudes. Note that ‘large’ structure in image-space result in ‘small’ structure
in visibility-space.

while the point-source remains unresolved out to the highest spatial frequency. Note that the
visibility plateaus at 0.10, corresponding to the fraction of the total flux which is left unresolved.
This is easy to understand since the Fourier Transform is linear; that is, the (complex) visibility
of a point-source and extended structure is equal to the visibility of the point-source plus the
visibility of the extended structure separately. This property of linearity is very helpful in
interpreting simple visibility curves.

Most astronomical objects are not one-dimensional, and the two-dimensional space of
spatial frequencies is called the Fourier Plane, or the (u, v) plane, named after the (u, v)
coordinates defined in equation (7). Further, in general we must consider both the visibility
amplitude and the visibility phase. For example, consider the equal binary system depicted in
figure 3. The complex visibility can be easily written by choosing the origin midway between
the two components. Note the abrupt phase jump when the visibility amplitude goes through
a null. These discontinuities are smoothed out when the two components are not precisely
equal.

2.2. Atmospheric problems

An incoming plane wave from a stellar source is corrupted as it propagates through the turbulent
atmosphere. Variations in the column density of air along different paths cause the effective
pathlength to vary, introducing wavefront distortion. If these distortions become a significant
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Fig. 1. Fit of a uniform stellar disk model to the E2–W2 data. The qual-
ity of the fit is satisfactory (reduced χ2 of 1.29), with small residuals that
do not display any obvious trend except for a small underestimation of
the actual data for baselines between 140 and 150 m.

between all calibrators and stable night after night to
around 85%. Data that share a calibrator are affected by a com-
mon systematic error due to the uncertainty of the a priori an-
gular diameter of this calibrator. In order to interpret our data
properly, we used a specific formalism (Perrin 2003) tailored to
propagate these correlations into the model fitting process. All
diameters are derived from the visibility data points using a full
model of the FLUOR instrument including the spectral band-
width effects (Kervella et al. 2003).

3. Data analysis

3.1. Stellar diameter

The measurements obtained with the long E2–W2 baseline
are particularly appropriate for a precise diameter determina-
tion, because they provide good spatial frequency coverage of
the end of the first lobe of the visibility curve (see Fig. 1).
Previous interferometric measurements obtained in the visible
by Hanbury Brown et al. (1974) and Mozurkewich et al. (2003)
were used to derive uniform disk (UD) diameters θUD = 3.08 ±
0.07 (λ = 440 nm) and θUD = 3.15 ± 0.03 (λ = 800 nm) re-
spectively. In the K band, where the limb-darkening effect is not
as strong, Ciardi et al. (2001) estimated the UD diameter to be
θUD = 3.24 ± 0.01 mas. We have fitted a uniform stellar disk
model to our E2–W2 data, assuming that Vega’s photospheric
intensity I(φ, λ) equals the Planck function with an effective tem-
perature of 9550 K for all angles φ. The best-fit diameter is θUD =
3.218 ± 0.005 mas for an effective wavelength of 2.118 µm,
which significantly revises the previously obtained estimates1.
The quality of the fit is quite good (χ2

r = 1.29). Unlike in the
PTI data of Ciardi et al. (2001), we do not see any obvious trend
in the residuals of the fit, except for three points at projected
baselines between 140 and 150 m which are slightly above the
fit (by ∼1.5σ). In fact, Fig. 3 not only shows a significant dis-
crepancy between the CHARA/FLUOR and the PTI data, but
also between the 1999 and 2000 PTI data. Our observations do
not support the scenario of Ciardi et al. (2001), who proposed
a uniform dust ring with a 3−6% integrated flux relative to the
Vega photosphere in K band to account for the trend that they

1 The K-band diameter proposed by Ciardi et al. (2001) was com-
puted with the assumption of a flat spectrum for the Vega intensity. This
explains a large part of the discrepancy with our new value.

Fig. 2. The data obtained with the S1–S2 baseline (∼34 m) are displayed
as a function of the projected baseline’s position angle together with the
best UD fit computed over the whole data set (3.217 mas). The data
points are significantly below the best UD fit, with a mean visibility
deficit ∆V2 ≃ 2%. The addition of a uniform diffuse source of emission
in the FLUOR field-of-view reconciles the best fit with the data (dotted
line). Note that there is no obvious dependence of the data points with
respect to position angle, which would be indicative of an asymmetric
extended emission.

observed in the residuals of the fit obtained with a simple limb-
darkened disk (LD) stellar model.

Note that fitting an LD stellar model to our data would only
marginally improve the fit (see Table 3), as the shape of the
first-lobe visibility curve is not very sensitive to limb darken-
ing. Moreover, the actual limb-darkening parameter may be sig-
nificantly larger than standard tabulated values because Vega is
suspected to be a fast rotating star viewed nearly pole-on and the
equatorial darkening may bias the limb profile (Gulliver et al.
1994; Peterson et al. 2004). Complementary observations to our
data set, obtained by Aufdenberg et al. (2006) at ∼250 m base-
lines, confirm this fact and lead to an accurate estimation of the
K-band limb profile, which mostly affects visibilities beyond the
first null and will not be discussed here.

3.2. Visibility deficit at short baselines

With this precise diameter estimation, we can now have a look at
the short-baseline data. In fact, these points do not significantly
contribute to the UD fit because of the low spatial frequencies
they sample. Including all the data points in the fitting procedure
gives a best-fit diameter θUD = 3.217 ± 0.013 mas, but with
a poor χ2

r = 3.36. We show the reason for this poor reduced χ2

in Fig. 2, where the S1–S2 data points are plotted as a function
of position angle together with the best UD fit (solid line). The
observations are consistently below the fit, with a ∆V2 = 1.88 ±
0.34%.

Systematic errors in the estimation of the calibrator diam-
eters or limb-darkened profiles are possible sources of bias in
interferometric observations. In order to explain the measured
visibility deficit in the S1–S2 data, the diameters of the three
short-baseline calibrators (Table 2) should have been underes-
timated by 0.26, 0.35 and 0.33 mas respectively, which repre-
sent about 10 times the estimated error on their diameters. We
have made sure that such improbable errors were not present
in our calibration procedure by cross-calibrating the three cali-
brators. No significant departure from the expected LD diame-
ters was measured, and the calibrated visibilities of Vega do not
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observed in the residuals of the fit obtained with a simple limb-
darkened disk (LD) stellar model.

Note that fitting an LD stellar model to our data would only
marginally improve the fit (see Table 3), as the shape of the
first-lobe visibility curve is not very sensitive to limb darken-
ing. Moreover, the actual limb-darkening parameter may be sig-
nificantly larger than standard tabulated values because Vega is
suspected to be a fast rotating star viewed nearly pole-on and the
equatorial darkening may bias the limb profile (Gulliver et al.
1994; Peterson et al. 2004). Complementary observations to our
data set, obtained by Aufdenberg et al. (2006) at ∼250 m base-
lines, confirm this fact and lead to an accurate estimation of the
K-band limb profile, which mostly affects visibilities beyond the
first null and will not be discussed here.

3.2. Visibility deficit at short baselines

With this precise diameter estimation, we can now have a look at
the short-baseline data. In fact, these points do not significantly
contribute to the UD fit because of the low spatial frequencies
they sample. Including all the data points in the fitting procedure
gives a best-fit diameter θUD = 3.217 ± 0.013 mas, but with
a poor χ2

r = 3.36. We show the reason for this poor reduced χ2

in Fig. 2, where the S1–S2 data points are plotted as a function
of position angle together with the best UD fit (solid line). The
observations are consistently below the fit, with a ∆V2 = 1.88 ±
0.34%.

Systematic errors in the estimation of the calibrator diam-
eters or limb-darkened profiles are possible sources of bias in
interferometric observations. In order to explain the measured
visibility deficit in the S1–S2 data, the diameters of the three
short-baseline calibrators (Table 2) should have been underes-
timated by 0.26, 0.35 and 0.33 mas respectively, which repre-
sent about 10 times the estimated error on their diameters. We
have made sure that such improbable errors were not present
in our calibration procedure by cross-calibrating the three cali-
brators. No significant departure from the expected LD diame-
ters was measured, and the calibrated visibilities of Vega do not
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with special attention on observing a sample of stars that is bal-
anced between the three spectral type bins of A type stars, F type
stars, and G and K type stars. Only very few M type stars remain
in the sample due to the brightness limitations. They are thus not
considered for any spectral type bin.

2.2. Properties of the observed targets

A list of stellar parameters and near-infrared photometry of our
observed targets is given in Table 1. Angular diameters θV−K
are computed following Sect. 2. Age estimates were collected
from the VizieR data base3. The mean logarithmic ages are
computed from all independent estimates available. Exceptions
have been made for βPic and HD 172555, which are well-
established members of the βPic moving group (Zuckerman
et al. 2001b). Here, we consider the latest estimates for the age of
this group (Binks & Jeffries 2014). For two targets, HD 141891
and HD 128898, no age estimates were found. HD 141891 is
an old F-type star for which we will see later that even a non-
detection is relevant for the statistics of excess detection vs.
age (Sect. 4.2.4). We estimate the age from the bolometric and
X-ray luminosity (Anderson & Francis 2012; Schmitt & Liefke
2004) following Mamajek & Hillenbrand (2008). HD 128898 is
an A type star without hot excess as we show in Sect. 4. For
this age bin, the inclusion or not of one more non-detection does
not significantly affect our statistics. Thus, we exclude this target
from the age statistics. The age values are listed in Table 1.

3. Data acquisition and processing

3.1. Detection strategy

When it comes to the detection of faint, circumstellar excess
emission, the strength of (near-) infrared interferometry is the
ability to spatially resolve this emission and thus to spatially dis-
entangle it from the much brighter stellar emission. Therefore
we follow the approach first presented by di Folco et al. (2007)
and briefly summarized here. When observing at small baselines
of up to a few tens of meters, a nearby star is nearly unresolved.
This minimizes the effect of its uncertain diameter on the predic-
tion of its squared visibility (V2). At the same time, an extended
circumstellar emission is ideally fully resolved. This will result
in a drop in V2 compared to the purely stellar V2, because it
adds incoherent flux. This represents the core of our detection
strategy and is illustrated in Fig. 1. Measurements on a limited
range of baselines, however, do not allow one to directly distin-
guish between a faint companion and a circumstellar disk. The
availability of closure phase data allows distinguishing between
azimuthally symmetric emission from a circumstellar disk and
highly asymmetric emission from a companion (Le Bouquin &
Absil 2012; Marion et al. 2014).

3.2. Overview

In this section, we describe the acquisition and processing of the
data from the observations to the measurement of the disk-to
star flux ratio in case of detected circumstellar excess emission.
This is a complex, multi-step process with some decisions in ear-
lier steps being motivated by the requirements during later steps.
Thus, we give a quick overview here first before discussing each
step in detail in the following sections:

– Observation: we measure the squared visibility of our targets
on six baselines (4 telescopes) simultaneously. Observations

3 http://vizier.u-strasbg.fr/viz-bin/VizieR

Fig. 1. Illustration of our detection strategy following di Folco et al.
(2007). For the “real”, dashed curve we assume a uniform disk for both
the star and the flux distribution from the exozodiacal dust and a disk-
to-star flux ratio of f = 0.01, while for the “simplified”, solid curve we
use the same assumptions but the approximation following the equation
in the figure. Diameters of the star and (face-on) disk have been chosen
to 2.5 mas (about an A-type star at 10 pc) and 500 mas (5 AU at 10 pc),
but exact numbers are not relevant for the illustration of our detection
strategy. For details see Sect. 3.1.

of one target are interrupted by identical observations of cal-
ibrators. For details, see Sect. 3.3.

– Data reduction is carried out using the dedicated script of the
PIONIER data reduction pipeline. For details, see Sect. 3.4.

– Calibration of the measured squared visibilities is done
with the dedicated script of the PIONIER data reduction
pipeline. From the observed sequences of calibrators (CAL)
and science targets (SCI) we select CAL-SCI or SCI-CAL
pairs observed directly after each other to compare their
squared visibilities. Several effects such as chromaticism
have to be characterized and considered in detail to achieve
the accuracy we aim for with our survey. For details, see
Sects. 3.4 and 3.5.

– Analysis of closure phase data to reject targets with compan-
ions. See Sect. 3.6 for details.

– Measuring the excess with the high accuracy needed to
detect possible excesses requires the combination of all mea-
surements of one target in order to achieve a high cumula-
tive accuracy. Therefore, we use a simple model of the in-
strumental response to extended emission. See Sect. 3.7 for
details.

3.3. Observation

Observations were carried out in H band in two runs each in P89
(Apr. 2012 and Jul. 2012) and P90 (Oct. 2012 and Dec. 2012),
each run consisting of three consecutive observing nights. In to-
tal, 92 stars were observed. An observing log of all nights can be
found in Table 2.

We used the four 1.8 m ATs to obtain six visibility mea-
surements simultaneously. The most compact array configura-
tion available at the VLTI with baselines between 11 m and 36 m
was selected. The detector read-out mode was set to FOWLER
with the SMALL dispersion (three spectral channels) and only
outputs A and C read in order to speed up the readout. The
number of steps read in one scan (NDREAD) was 1024. See
Le Bouquin et al. 2011 for a description of the available modes
and their effects. This setup was used for all observations (be-
sides a few with slightly different setups tried to optimize the

A128, page 4 of 20
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suggested that the disk was highly inclined, the Herschel image
(Figure 1, left panel) indicates that it is closer to face-on. The
SCUBA image is therefore marginally resolved at best, so we
take their derived disk radius of 55au as an upper limit on Rout
and allow the inner radius, Rin, to vary. We fit for the surface
density radial power-law index, γ, within a range of −4 to 4.
The unresolved central peak seen in images is modeled by a
central point source with flux, Fcen. We do not fit for any
relative offsets of the belt center, point source position, and
phase center. Models of the Herschel images derive an
inclination of = n o ni 35 10 and position angle
of = n o nPA 105 10 (Lawler et al. 2014), and we assume
that the millimeter belt emission is described by the same
geometry. For all parameters, we assume uniform priors and
require that the model be physically plausible:

.F 0cen and - -<R R0 55 auin out .
A total flux density, ò= WnF I dbelt , provides the normal-

ization for the belt emission. Using SCUBA on the JCMT,
Greaves et al. (2004) obtain a total flux density at 850 μm for
the disk of 5.8±0.6mJy, including both the central star and
likely contamination from background sources. Recent
SCUBA-2 observations at 850 μm yield a total flux density
of 4.5±0.9mJy, including a contribution from the star of ∼1
mJy (W. Holland et al. 2016, in preparation). An extrapolation
of this measurement using the typical spectral index of 2.58 for
debris disks at (sub)millimeter wavelengths (Gáspár
et al. 2012), yields an expected flux density of the disk at
1.3 mm of 1.2±0.2mJy. This more robust single-dish flux
measurement allows us to constrain the total flux density of our
models with a Gaussian prior, - -F0.6 mJy 1.6 mJybelt ,
accounting for uncertainty in both the single-dish 850 μm flux
measurement and the extrapolation to 1.3 mm.

The angular scale of the τ Ceti debris disk is ~ ´25 in
diameter. At 1.3 mm, the half power field of view of the 12 m
ALMA antennas is comparable, FWHM~ ´26 . Given this, we
must account for the effect of the primary beam response on
our model parameters. To do this, we model the ALMA
primary beam as a Gaussian normalized to unity at the beam
center and multiply each parametric disk model by this
Gaussian beam model. Since we account for the effect of the
primary beam in our modeling scheme, we choose not to apply

a primary beam correction to the images shown in Figure 1
(right panels).

3.3. Results of Model Fits

Modeling the ALMA 1.3 mm visibilities yields a final best-
fit model with a reduced c2 value of 1.1. Table 2 lists the best-
fit values for each of the fivefree parameters along with their
corresponding s1 (68%) uncertainties. The 1D (diagonal
panels) and 2D (off-diagonal panels) projections of the
posterior probability distributions for all parameters except
the total belt flux, Fbelt, are shown in Figure 2. A full resolution
image of this best-fit model (with a flat surface density profile,
g = 0, and the central star excluded) is shown in the leftmost
panel of Figure 3. The same model convolved with the ~ ´6
ALMA synthesized beam and imaged like the observations in
Figure 1 is shown in the next two panels both without (left) and
with (right) simulated random noise with an rms of 30 μJy.
Including the simulated noise results in a patchy image with
anemission structure similar to the ALMA 1.3 mm image
shown in Figure 1. In both the ALMA and model images, the
most significant peaks of emission are consistent with the
expectation for a slightly inclined disk with PA near n90 . The
rightmost panel of Figure 3 shows the residuals resulting from
subtracting this best-fit model from the observed visibilities,
again imaged with the same parameters. No significant features
are evident.
The best-fit total belt flux density is = -

+F 1.0belt 0.4
0.6 mJy,

constrained by the Gaussian prior taken from previous single-
dish flux measurements. Lawler et al. (2014) note that the
SCUBA and SCUBA-2 flux densities are higher than expected
given an extrapolation from the Herschel flux density
measurements. This difference suggests that these earlier
observations could be contaminated by the extragalactic
background or that the disk could have an additional warm
component. Given the limits in sensitivity of our ALMA data,
the total flux density we measure is consistent with both the
Herschel and SCUBA/SCUBA-2 values and we cannot
distinguish between these two scenarios.
Not surprisingly, given the sensitivity limits of the ALMA

data, model fitting does not provide a strong constraint on the
power-law index of the surface density radial profile,

Figure 1. (Left) Herschel/PACS map of the 70 μm emission from the τ Ceti debris disk with the stellar contribution subtracted (see Lawler et al. 2014). The Herschel
´5. 6 beam size is shown by the ellipse in the lower left corner. (Center) The τ Ceti debris disk imaged by ALMA at 1.3 mm with contours in steps of s2 , where σ is the
rms noise level in the image ∼30 μJy. To isolate the disk emission, a point source model has been subtracted to account for the central stellar emission. Using natural
weighting along with a ´6 Gaussian taper, the resulting FWHM synthesized beam size is ´ ´ ´6. 5 6. 1. (Right) ALMA image of the 1.3 mm continuum emission for
baselines longer than 40kλ showing only the central point source with contours in steps of s5 . Imaging with natural weighting and no taper yields an FWHM
synthesized beam size of ´ ´ ´1. 9 1. 0. The position of the stellar photosphere is indicated in the left two panels by the blue star symbol. The primary beam of the
ALMA antennas at 1.3 mm (FWHM ~ ´26 ) is shown by the dashed blue circle in the right two panels.
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Aperture synthesis

 

• Two element interferometer - imaging degenerate

• But, N antennas means N(N-1)/2 unique baselines

• Goal: sample visibility at enough u,v points with many 
small antennas to “synthesise” an aperture of size umax,vmax

• Result: response to point source (“dirty beam”) is the 
average of the fringes for all baselines (more baselines, 
more Gaussian beam).

http://www.cv.nrao.edu/~sransom/web/Ch3.html#F42
http://www.cv.nrao.edu/~sransom/web/Ch3.html#F42


Multiple baselines
point-source response = synthesised (“dirty”) beam

single baseline

three baselines

six baselines
ERA: Fig 3.42

http://www.cv.nrao.edu/~sransom/web/Ch3.html#F42
http://www.cv.nrao.edu/~sransom/web/Ch3.html#F42


b(x, y)⌦ I(x, y) = O(x, y)

FT
�1{B(u, v)V (u, v)} = O(x, y)

convolution theorem

Multiple baselines
what is the dirty beam?

sampled visibilities

realitydirty beam image obtained



Multiple baselines

i.e. sample all spatial scales,
and FT(constant) = delta function

B(u, v) = ⌃i(ui, vi) FT�1{B(u, v)} = b(x, y)

‘dirty beam’



Aperture synthesis

ERA: Fig 3.44

use Earth rotation to fill in uv plane

http://www.cv.nrao.edu/~sransom/web/Ch3.html#F44
http://www.cv.nrao.edu/~sransom/web/Ch3.html#F44


Aperture synthesis

5 antennas

sky rotation makes all the difference

baselines sum of fringes



Aperture synthesis
ALMA: 2.5km max baseline, 3h, 43 antennas: 861 baselines

http://almaost.jb.man.ac.uk/ 

(for ALMA integration time the main consideration)

http://almaost.jb.man.ac.uk/
http://almaost.jb.man.ac.uk/


Imaging visibilities
incomplete uv coverage results in spatial filtering
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CLEAN
turning visibility data into images

• Initialise residual image to dirty image

• Identify strongest source in residual image

• subtract fraction of this peak from residual image

• add it to clean component list

• Repeat until residual image maximum less than some threshold



CLEAN
turning visibility data into images

• Make restored image:

• make image with all clean components

• convolve with Gaussian fit to main lobe of dirty 
beam

• add residual map



• Main options:

• Continuum vs. spectral cube

• Choose how to weight baselines (e.g. ‘natural’)

• Choose where clean components are (‘mask’)

CLEAN
turning visibility data into images



turning visibility data into images
CLEAN

Briggs Natural



ALMA

1km



ALMA



ALMA
4 x 12m +12 x 7m compact array, the ‘ACA’

acts as a ‘single dish’ to recover large scale structure
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Unexpectedly large mass loss during the thermal
pulse cycle of the red giant star R Sculptoris
M. Maercker1,2, S. Mohamed3, W. H. T. Vlemmings4, S. Ramstedt2, M. A. T. Groenewegen5, E. Humphreys1, F. Kerschbaum6,
M. Lindqvist4, H. Olofsson4, C. Paladini6, M. Wittkowski1, I. de Gregorio-Monsalvo7 & L.-A. Nyman7

The asymptotic-giant-branch star R Sculptoris is surrounded by a
detached shell of dust and gas1,2. The shell originates from a thermal
pulse during which the star underwent a brief period of increased
mass loss3,4. It has hitherto been impossible to constrain obser-
vationally the timescales and mass-loss properties during and after
a thermal pulse—parameters that determine the lifetime of the
asymptotic giant branch and the amount of elements returned by
the star. Here we report observations of CO emission from the cir-
cumstellar envelope and shell around R Sculptoris with an angular
resolution of 1.30. What was previously thought to be only a thin,
spherical shell with a clumpy structure is revealed to also contain a
spiral structure. Spiral structures associated with circumstellar
envelopes have been previously seen, leading to the conclusion that
the systems must be binaries5–8. Combining the observational data
with hydrodynamic simulations, we conclude that R Sculptoris is a
binary system that underwent a thermal pulse about 1,800 years ago,
lasting approximately 200 years. About 3 3 1023 solar masses of
material were ejected at a velocity of 14.3 km s21 and at a rate around
30 times higher than the pre-pulse mass-loss rate. This shows that
about three times more mass was returned to the interstellar medium
during and immediately after the pulse than previously thought.

The detached shell around R Sculptoris was observed in CO(J 5 3 2 2)
emission at 345 GHz using the Atacama Large Millimeter/submillimeter
Array (ALMA) during Cycle 0 operations (Fig. 1 and Supplementary
Information). The data clearly show the well-centred detached shell
with a radius of 18.50, and reveal a spiral structure extending from the
central star outwards to the shell. Previous observations of R Sculptoris
show structure in the form of clumps. However, this was interpreted as
clumpy material within the shell itself, and not as a structure interior to
the shell2.

Until now no clear signs of binary companions have been observed
in any detached shell sources (with a possible exception for the
detached shell around TT Cygnus9). The observed structure around
R Sculptoris, however, indicates the presence of a companion, shaping
the stellar wind into a spiral shell structure8. Smoothed particle hydro-
dynamics (SPH) models show that a wide binary companion can have
a significant effect in the shaping of the wind, leading to elliptical and
spiral structures (for example, as observed in the case of the envelope of
AFGL 3068)5,6.

The observed shapes of the circumstellar envelopes around binary
asymptotic-giant-branch stars depend on the physical parameters of
the binary system (such as separation and mass ratio10), the density
contrasts imprinted on the wind, the temperatures in the circumstellar
envelope, the viewing angle, and the chemistry and excitation of the
gas11. The temporal variations of the mass-loss rate and the expansion
velocity further affect the structure of the circumstellar envelope.
Hence, the observed spiral structure and detached shell allow us to

measure these important properties, and to link them directly to the
thermal pulse.

Any change in the expansion velocity of the stellar wind will affect
the spacing between the spiral windings. In Fig. 2 the spiral can be
followed from the central star out to the detached shell over about five
windings. The 2.5 inner windings have a nearly constant spacing, with
an average distance of 2.60, implying an essentially constant expan-
sion velocity during the last 2.5 orbital periods. The expansion velocity
of the present-day wind3 of R Sculptoris gives an orbital period of
torb 5 350 years. The position angle and radius of the observed emis-
sion then allow us to derive the velocity evolution of the stellar wind

1European Southern Observatory, Karl-Schwarzschild-Strasse 2, 85748 Garching, Germany. 2Argelander Institute for Astronomy, University of Bonn, Auf dem Hügel 71, 53121 Bonn, Germany. 3South
African Astronomical Observatory, PO Box 9, Observatory 7935, Cape Town, Western Cape, South Africa. 4Onsala Space Observatory, Department of Earth and Space Sciences, Chalmers University of
Technology, SE-43992 Onsala, Sweden. 5Royal Observatory of Belgium, Ringlaan 3, 1180 Brussels, Belgium. 6 University of Vienna, Department of Astrophysics, Türkenschanzstrasse 17, 1180 Wien,
Austria. 7Joint ALMA Observatory, Alonso de Córdova 3107, Vitacura, Santiago, Chile.
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Figure 1 | ALMA Early Science observations of the CO(J 5 3 2 2) emission
from the asymptotic-giant-branch star R Sculptoris. The figure shows the
emission in the different velocity channels. The colour scale gives the flux in Jy
per beam. The stellar velocity with respect to the local standard of rest (LSR) is
vLSR 5 219 km s21. The numbers in the top right corners indicate the velocity
in kilometres per second with respect to the stellar velocity. The spherical
detached shell appears as a ring in the individual velocity channels, with its
largest extent at the stellar velocity. The shell is clearly visible at 18.50 at the
stellar vLSR, as well as a spiral structure connecting the central star with the
detached shell. The structure can be traced through all velocity channels.
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Fig. 1. Channel maps of 12CO (left) and 13CO (right) displayed with a channel width of 80 m/s. The data is not continuum subtracted. The dv is
relative to the systemic velocity of 4.5 km.s�1. The beam is indicated in the bottom right corner.

Wavelength or line Disc-integrated flux Beam Image or moment 0 RMS (1�)
1.3 mm cont. 225 ± 23 mJy 0.36” ⇥ 0.55” at -80� 0.05 mJy/beam
12CO (2-1) 24.1 ± 2.4 Jy.km/s 0.36” ⇥ 0.56” at -78� 3.5 mJy.km/s
13CO (2-1) 7.9 ± 0.8 Jy.km/s 0.38” ⇥ 0.58” at -79� 4.2 mJy.km/s
C18O (2-1) 1.3 ± 0.2 Jy.km/s 0.38” ⇥ 0.58” at -78� 3.9 mJy.km/s

Table 1. Summary of observations. The continuum flux was measured over the area where the signal is greater than 3 times the map RMS
(estimated far from the source). The line flux was measured by integrating the flux where the signal is greater than 3 times the per channel RMS,
estimated from the scatter in line-free channels.

freeze-out of the gas phase molecules onto dust grains in the cold
midplane (e.g. Qi et al. 2011; Zhang et al. 2017), and suggest a
very low level of turbulence (e.g. Flaherty et al. 2015). Indirect
mapping via chemical imaging (Qi et al. 2013 with N2H+ and
Mathews et al. 2013 with DCO+) has also been used to estimate
the location of the CO snow line. However, Aikawa et al. (2015),
van’t Ho↵ et al. (2017), and Huang et al. (2017) have shown that
these species are not robust CO snow line tracers, and that de-
tailed chemical modelling is required to infer the midplane CO
snow line location from N2H+ or DCO+ observations.

The combination of high spatial and spectral resolution and
sensitivity o↵ered by ALMA opens new avenues to directly map
the disc thermal and kinematic structure by resolving the gas disc
both radially and vertically. Dutrey et al. (2017) recently intro-
duced a method to map the thermal and density gas structure of
discs at close to edge-on inclinations. Discs at intermediate incli-
nations are also ideal targets as the Keplerian velocities spatially
separate the emitting regions, eliminating line of sight confusion
(e.g. de Gregorio-Monsalvo et al. 2013; Rosenfeld et al. 2013).

IM Lupi is a M0V T Tauri star (distance of 161±10 pc, Gaia
Collaboration et al. 2016) surrounded by a large and massive
disc with an inclination of 48� ± 3� (Pinte et al. 2008; Cleeves
et al. 2016). The disc is detected in rotational CO emission up
to a radius of 970 au, in the millimetre continuum up to 310 au
(Panić et al. 2009; Cleeves et al. 2016), and in scattered light up
to 320 au with a well-defined disc morphology (Pinte et al. 2008,
rescaled to the updated distance), but with an extended compo-
nent up to 720 au in radius. We present here a framework to di-
rectly measure the altitude, velocity, and temperature of the CO
layers from new high spectral (0.05 km/s) and intermediate spa-

tial (0.4”) resolution ALMA observations of the disc surround-
ing IM Lupi.

2. Observations and data reduction

IM Lupi was observed with ALMA in band 6 on the night from 9
to 10 June 2015 with a total on-source time of 37.4 min (Program
ID 2013.1.00798.S). The array was configured with 37 antennas
and baselines ranging from 21.4 to 784 m. Titan was used as a
flux calibrator and the quasars J1517-2422 and J1610-3958 were
used as bandpass and phase calibrators. Two of the four spec-
tral windows of the correlator were configured in Time Division
Mode (TDM) centred at 218.9 GHz and 231.7 GHz, each with
1.875 GHz usable bandwidth. The other two spectral windows
were configured in Frequency Division Mode (FDM) to target
the 12CO J=2-1, 13CO J=2-1, and C18O J=2-1 transitions, with
a channel spacing of 30.5 kHz and a channel averaging of 2. Be-
cause of the Hanning smoothing used to reduce spectral ringing,
the actual spectral resolution is 35 kHz, corresponding to 45 –
48 m/s depending on the line. The median partial water vapour
was 0.93 mm. The data sets were calibrated using the Common
Astronomy Software Applications pipeline (CASA, McMullin
et al. 2007, version 4.6.0). We performed three successive rounds
of phase self-calibration, the last with solutions calculated for
each individual integration (6s), followed by a phase and am-
plitude self-calibration. The continuum self-calibration solutions
were applied to the CO lines. A CLEAN mask was manually de-
fined for the continuum image and each channel map. Channel
maps were produced both with and without continuum subtrac-
tion (using the CASA task uvcontsub). We estimate the flux cal-
ibration uncertainty to 10 %.
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Model parameter value
amax [µm] 2300
Mdust [M�] 1.75 ⇥ 10�3

gas/dust radio 347
↵SS (dust settling) 9 ⇥ 10�3

� 1.19
� 0.48
�exp 0.32
Rtap [au] 284
h at 100 au [au] 12.9
3turb [km/s] 0.08
X(12CO) 5⇥10�5

X(13CO) 7⇥10�7

X(C18O) 1⇥10�7

✏ 8⇥10�5

fUV 0.09
Table B.1. Parameters of our disc model, as derived by our genetic al-
gorithm from fitting of the Band 6 ALMA data only.

see e.g. their Fig. C.2). We initially assume that the CO abun-
dance X(CO) is constant everywhere. CO is photo-dissociated,
i.e. we set its gas abundance to 0 if

log(�/n) > �6, (B.4)

where n is the number density of hydrogen atoms and � describes
the intensity of the UV radiation field, following Woitke et al.
(2009)

� =
1

FDraine

Z 205 nm

91.2 nm
u� d�, (B.5)

with FDraine = 1.921 ⇥ 1012 m�2 s�1, and where u� is the energy
density of the radiation field which was computed by MCFOST
at each point in the model.

CO is frozen out on the dust grains if T < 21K, i.e. its abun-
dance is multiplied by a factor ✏ < 1, except if

log(�/n) > �7, (B.6)

where CO is photo-desorbed.
The dust temperature structure is computed using MCFOST.

We then assume that the gas temperature is equal to the dust
temperature and that the CO emission is at local thermodynamic
equilibrium, and compute the synthetic channel map via a ray-
tracing method.

As our aim was simply to build an illustrative model, we only
adjusted the Band 6 CO data in the image place via a genetic
algorithm (each generation was composed of 100 models and
the genetic algorithm was run for 50 generations). As a conse-
quence, our model may not be a unique solution, and the model
parameters presented in Table B.1 must be interpreted with care.

Appendix C: Continuum optical depth

To assess the continuum optical depth of the disc, a more
accurate radiative transfer model of the continuum emission
(Fig. C.1) is required. We use the same iterative procedure as in
Pinte et al. (2016) for HL Tau. In short, we first extract a bright-
ness profile along the disc major axis in the CLEANed map
(average of both sides). We deconvolve this profile by a Gaus-
sian corresponding to the size of the beam in that direction. We
convert the deconvolved brightness profile into a surface density

1"

Fig. C.1. Continuum image of IM Lupi at � = 1.3 mm. Contours begin
at 4� and step in factors of 2 in intensity up to 1024� (green contour),
where � = 0.05 mJy/beam is the RMS measured on the map away from
the source.

profile assuming an initial power-law radial temperature profile
(exponent = -0.5), from which we compute a MCFOST model.
We compare the resulting synthetic surface brightness profile
with the observed one and iteratively correct the surface density
until the synthetic brightness profile does not change by more
than 1% at any radius. We reach convergence after about ten it-
erations. The resulting continuum optical depth as a function of
radius is presented in Fig. C.2.

In the regions we are studying in this paper, i.e. outside
100 au, the maximum optical depth is ⇡ 0.03, meaning that the
flux on the lower surface of the disc is attenuated by at most 3 %,
due to continuum absorption by the dust.

Interestingly, the optical depth and corresponding dust sur-
face density show two dips at ⇡ 85 and 210 au, suggesting the
presence of two gaps, and the corresponding two rings peaking
at ⇡ 115 and 240 au. They very likely correspond to the rings
observed by Cleeves et al. (2016) at ⇡150 and 250 au, after ap-
plying an unsharp mask.
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Figure 1. Kinematic asymmetry in HD 163296. Band 6 continuum emission (top left) and channel map of 12CO line emission
at +1km s�1 from the systemic velocity (top right, with a close-up shown in bottom right) shows a distinct ‘kink’ in the emission
(highlighted by the dotted circle). Comparison with the continuum emission (top left) locates this outside of the outermost
dust ring. The corresponding emission on the opposite side of the disc (bottom left; showing �1km s�1 channel) shows no
corresponding feature, indicating the disturbance to the flow is localised in both radius and azimuth. The channel width is
�v = 0.1 km s�1. The white contour shows the 5-� (� = 0.1mJy beam�1) level of the continuum map. The dashed line is
the expected location of the isovelocity curve on the upper surface of a disc with an opening angle of 15� and an inclination of
45�. Dotted lines in the bottom-right figure indicate 15% deviations (⇡ 0.4 km s�1) from Keplerian flow around the star. The
potential planet location is marked by a cyan dot, assuming it is located in the midplane.
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Figure 1. Kinematic asymmetry in HD 163296. Band 6 continuum emission (top left) and channel map of 12CO line emission
at +1km s�1 from the systemic velocity (top right, with a close-up shown in bottom right) shows a distinct ‘kink’ in the emission
(highlighted by the dotted circle). Comparison with the continuum emission (top left) locates this outside of the outermost
dust ring. The corresponding emission on the opposite side of the disc (bottom left; showing �1km s�1 channel) shows no
corresponding feature, indicating the disturbance to the flow is localised in both radius and azimuth. The channel width is
�v = 0.1 km s�1. The white contour shows the 5-� (� = 0.1mJy beam�1) level of the continuum map. The dashed line is
the expected location of the isovelocity curve on the upper surface of a disc with an opening angle of 15� and an inclination of
45�. Dotted lines in the bottom-right figure indicate 15% deviations (⇡ 0.4 km s�1) from Keplerian flow around the star. The
potential planet location is marked by a cyan dot, assuming it is located in the midplane.
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Figure 2. Channel maps around the detected deviation from Keplerian velocity. The ‘kink’ is most visible in channels at
velocities between 0.8 and 1.2 km/s (top row) and is also seen in the J=3–2 transition in similar velocity channels (bottom row)
indicating it is localised in both space and velocity.

Figure 3. Geometry of the inclined and flared disc, show-
ing a schematic of the expected emission from two infinitely
thin emitting surfaces. Green shows the emission from the
lower surface of the disc, and red shows the upper surface.
We added a 10% deviation in azimuthal velocity north of the
star, which appears as a ‘kink’ in the line emission. Emission
is only seen when the projected velocity matches the chan-
nel velocity, producing the characteristic ‘butterfly’ shape.
Emission is preferentially seen on the upper surface of the
disc due to the higher inclination with respect to the line of
sight.

et al. (2015) for the kinematic signatures of an embed-
ded planet, where the wake of the spiral generated by
the planet was shown to produce a kink in the emission
due to the deviation from the Keplerian rotation around
the central star.
The basic feature of the channel maps can be ex-

plained with a simple model assuming emission from two
infinitely thin emitting surfaces. Figure 3 shows the ex-

pected emission arising from such a model, showing the
butterfly signature from the disc. Asymmetries of the
velocity field, added in an ad hoc manner in the model
for illustrative purposes, are evident as small bumps on
the line emissions.
To go beyond this simple model and infer the mass

of the putative planet, we performed a series of 3D
global simulations using the phantom Smoothed Par-
ticle Hydrodynamics (SPH) code (Price et al. 2017).
We adopted the gas disc parameters from de Gregorio-
Monsalvo et al. (2013). We employed gas-only simula-
tions, ignoring the e↵ect of dust, using 1 million SPH
particles and a central mass of 1.9M�. The inner ra-
dius of the disc in our model was set to 50 au (mainly to
speed up the calculations as the inner disc is irrelevant
for our present purpose), with an initial outer radius set
to 500 au. We set the gas mass between those radii to
10�2 M�, and use an exponentially tapered power-law
surface density profile with a critical radius of 100 au,
power-law index of p = �1.0, and an exponent � = 0.8.
The disc aspect ratio was set to 0.08 at 50 au, with a
vertically isothermal profile. We set the artificial viscos-
ity in the code in order to obtain an average Shakura &
Sunyaev (1973) viscosity of 10�3 (Lodato & Price 2010),
in agreement with the upper limits found by Flaherty
et al. (2015, 2017).
We embedded a single planet in the disc orbiting at

260 au with a mass of either 1, 2, 3, or 5MJup. We used
sink particles (Bate et al. 1995) to represent the star
and planet. We set the accretion radius of the planet
to half of the Hill radius (7.05, 8.85, 10.15 and 12 au,
respectively), with an accretion radius of 10 au for the

Pinte et al. 2018



ALMA…
…will do a lot of the hard stuff for you



• Modelling example:

• https://github.com/drgmk/alma/blob/master/
examples/vis_model.ipynb

ALMA
…and packages exist to deal with visibility modelling

https://github.com/drgmk/alma/blob/master/examples/vis_model.ipynb
https://github.com/drgmk/alma/blob/master/examples/vis_model.ipynb
https://github.com/drgmk/alma/blob/master/examples/vis_model.ipynb
https://github.com/drgmk/alma/blob/master/examples/vis_model.ipynb
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Figure 2. Illustration of LBTI transmission for a face-on disk observed at transit, where lighter regions correspond to greater disk surface brightness or greater LBTI
transmission. All panels have the same spatial scale, but are labeled with different units (arcsec or φnull). The left panel shows a face-on image of our disk model at
10 pc (the star has been omitted). The middle panel shows the LBTI transmission pattern projected on the sky, with bright fringes being transmission maxima. The
convention for the angle ΩLBTI is also shown. The right panel shows the transmitted disk flux (i.e., the left panel multiplied by the middle panel). For real observations
the LBTI detector sees the right panel convolved with the diffraction-limited beam of a single LBT mirror (with a FWHM of about 280 mas). The computed null depth
is the total flux density in the right panel divided by the stellar flux density.
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Figure 3. LBTI transmission for annuli of different angular sizes relative to
the first transmission peak (where φ/φnull = 1). The gray line is the projected
transmission function parallel to the LBTI baseline, the blue dashed line is
the fraction of emission for face-on (i = 0) annuli after summing around the
azimuthal angle. Dots show a population of annuli with random inclinations and
position angles, and the red line shows the average transmission of these dots.

the target and zenith), is equal to Ω for an object at transit. The
transmission from a point in the annulus is then11

Tnull = sin2(πφproj/[2φnull]) . (8)

For a face-on (i = 0) annulus at radius φ, the transmission is
clearly a function of azimuth around the annulus. Averaging
around an annulus yields the total transmission for that annulus,
and repeating this calculation for annuli of different angular
sizes gives the blue dashed line in Figure 3.

11 This transmission function is identical to the transmission at null given for
the KIN by Millan-Gabet et al. (2011)

Tnull = (1 − cos [2π (xu + yv)]) /2, (7)

where x, y are the sky offsets from the null center and u, v the corresponding
spatial frequencies (i.e., xu + yv = φyB/λ). LBTI transmission is simpler to
compute because the length of the sky-projected baseline is always the same
due to the common mount for the mirrors.

This exercise is finally repeated for a large number of annuli
with random orientations, so that cos i is distributed evenly
from 0 to 1, and ΩLBTI is evenly distributed from 0 to 180◦.
Again, the transmission around each annulus is azimuthally
averaged, which results in the dots shown in Figure 3. Averaging
these points yields the average transmission as a function
of annulus radius for a population of disks with random
orientations, shown as the red line. As can be surmised from the
decreasing amplitude, the average transmission tends to 0.5 at
large separations (i.e., the average of sin2 is 0.5). The minimum
separation at which this transmission is achieved is φnull, twice
the inner working angle.

The origin of the dot distribution can be understood by
considering how annuli of different orientations are transmitted
through a given transmission peak. For example, the upper
envelope of dots at about 70% transmission are all transmitted
through the first transmission peak, and those at higher φ/φnull
are nearer to edge-on with position angles closer to ΩLBTI = 0◦

(i.e., perpendicular to the baseline and parallel to the fringes).
This effect is relatively common because the average inclination
is about 60◦ (i.e., biased toward edge-on). By comparing the
phase of the gray line with the red line, it is clear that the
peak average transmission is actually about a quarter of the way
beyond a transmission peak, and that the peak transmission for
face-on annuli lies somewhere in between. The phase shift of
the face-on transmission can be understood by realizing that an
annulus with a radius φ that is slightly greater than φnull has more
emission in the peak transmission region than an annulus with
φ = φnull. The average transmission for random orientations is
phase shifted slightly further because most disks are inclined,
and therefore on average appear somewhat smaller on the sky
than they actually are.

2.4. Transmitted Disk Flux

Using the reference model of Section 2.2.2, Figure 4 shows
the total and transmitted disk flux as a function of radius for a
face-on geometry and a distance of 10 pc. That is, the figure
is a histogram showing where the total and transmitted flux
originates, so the solid line is an azimuthally summed radial
profile created from the right panel of Figure 2. Much of the
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Figure 1. Left: Sampling of the Fourier (u, v) plane obtained for η Crv on 2014 February 12. Each blue point and its centrosymmetric counterpart represent the
orientation of the LBTI baseline for a given OB. The orientation of the outer disk midplane (i.e., 116.◦3, Duchêne et al. 2014) is represented by the black dashed line.
The right figure shows the corresponding raw null measurements per OB as a function of UT time (top panel). The blue squares show the calibrator measurements
while the red diamonds represent the η Crv measurements. The estimated instrumental null floor is represented by the solid black line and the corresponding 1σ
uncertainty by the dotted lines. The bottom panel shows the corresponding background error estimate measured in a nearby empty region of the detector.

Table 1
Basic Properties of η Crv and Its Calibrators

ID HD R.A.-J2000 Decl.-J2000 Type mV mK Fν,N ′ θLD ± 1σ Refs.
(d m s) (d m s) (Jy) (mas)

η Crv 109085 12 32 04 − 16 11 46 F2V 4.30 3.37 1.76 0.819 ± 0.119 A13
CAL 1 108522 12 28 02 − 14 27 03 K4III 6.80 3.46 1.68 1.204 ± 0.016 M05
CAL 2 107418 12 20 56 − 13 33 57 K0III 5.15 2.83 2.96 1.335 ± 0.092 B11
CAL 3 109272 12 33 34 − 12 49 49 G8III 5.59 3.60 1.42 0.907 ± 0.063 B11

References. Coordinates, spectral types, and V/K magnitudes from SIMBAD; N′-band flux densities computed by the SED fit
(Weinberger et al. 2015); limb-darkened diameters and 1σ uncertainties from [A13] Absil et al. (2013), [M05] Mérand et al.
(2005), and [B11] Bonneau et al. (2011).

the small well depth for better sensitivity and in subframe mode
(512×512 pixels) to reduce the camera overhead.

2.3. Data Reduction and Calibration

Data reduction and calibration were performed using the
nodrs pipeline developed by the LBTI and HOSTS teams for the
survey (D. Defrère et al., in preparation). It converts raw NOMIC
frames to calibrated null measurements in five main steps: frame
selection, background subtraction, stellar flux computation, null
computation, and null calibration. Frame selection is done by
removing the first 20 frames of each OB that are affected
by a transient behavior of the NOMIC detector. Background
subtraction is achieved by nod pairs, subtracting from each
frame the median of frames recorded in the other nod position.
Each row in a given channel is then corrected for low-frequency
noise (Hoffmann et al. 2014) by subtracting its sigma-clipped
median, excluding the region around the star position. The
remaining bad pixels were identified using the local standard
deviation (5σ threshold) and replaced with the mean of the
neighbor pixels. The flux computation is done in each frame
by aperture photometry using an aperture radius of 8 pixels
(140 mas or 2.6 AU for the distance of η Crv), equivalent to the
half width at half maximum (HWHM) of the single-aperture

point-spread function (PSF) at 11.1 µm. The background flux
in the photometric aperture is estimated simultaneously in
each frame using all pixels covering the same columns as the
photometric region and located between the second minimum of
the single-aperture PSF (34 pixels or 600 mas) and the channel
edge. Raw null measurements are then obtained by dividing the
individual flux measurements at null by the total flux estimated
from the photometric OB of the same observation (accounting
for the 50/50 beamsplitter). This procedure is performed exactly
the same way for η Crv and the three calibrators. Finally, in order
to correct for the differential background error on the null due
to the different brightness of the stars, we further add to the
null a small fraction of background flux measured in a nearby
empty region of the detector. This fraction is computed to match
the background error on the null between the different stars,
assuming fully uncorrelated noise in the photometric aperture
and the nearby empty region of the detector (see the Appendix).
To compute the final null value per OB, we first remove the
outliers using a 5σ threshold and then perform the weighted-
average of the lowest 5% null measurements (the weight being
defined as the inverse square of the uncertainty in the aperture
photometry). The corresponding null uncertainty is computed
by bootstrapping through the entire data set (keeping the lowest
5% each time) and taking the 16% and 84% levels from the
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Sparse Aperture Masking
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Figure 1. Left: Diagram of the 7 hole aperture mask design used by each of the SPHERE instrument mod-
ules, overlaid on the VLT primary mirror. The SAM mask located in each module is a scaled and rotated
version of this design. This 7 hole design provies a relatively high throughput and modest Fourier coverage.
Middle: A short exposure on-sky K-band image taken with the 7 hole mask with the IRDIS cam-
era. Each pair of holes in the SAM mask produces a set of interference fringes. For the 7 hole
mask, there are 21 pairs (called baselines). The mask design ensures that the vector separating each
pair of holes is unique, and hence each set of fringes has a unique frequency and direction. The final
PSF is a combination of the Airy pattern produced by a single hole modulated by the interference fringes.
Right: Taking the Fourier transform of the previous image separates the image into its component frequencies. The
baselines are well separated, allowing their amplitude and frequency to be measured easily. The phases can be turned
into closure phases by summing the phase from baselines that share the same three mask holes.

Figure 2. On-sky PSFs taken with the di↵erent modules of SPHERE during the commissioning night in July 2015. From
left to right, the PSFs show a 10 second exposure in R band with ZIMPOL on a faint target, an IFS wavelength slice from
between Y and H bands from a 4s integration, a 0.84s image taken with the H2 filter using IRDIS, and a short exposure
0.22s image from IRDIS using the NB CO filter.

Table 1. SPHERE aperture mask hole positions in July 2015
IFS IRDIS ZIMPOL

X (m) Y (m) X (m) Y (m) X (m) Y (m)
-2.07 2.71 -1.46 2.87 3.06 1.50
0.98 3.27 1.46 2.87 3.02 -1.60
-3.11 -0.20 -2.92 0.34 0.41 3.09
-1.43 -0.81 -1.46 -0.51 -0.51 1.56
-2.79 -1.96 -2.92 -1.35 -1.38 3.12
3.30 -0.85 2.92 -1.35 -1.48 -3.07
0.58 -3.17 0.00 -3.04 -3.22 0.05
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Resources
• http://www.phys.unm.edu/~gbtaylor/astr423/s98book.pdf

• https://science.nrao.edu/opportunities/courses/era/

• John D Monnier, 2003, Rep. Prog. Phys. 66 789 

• http://almaost.jb.man.ac.uk/ https://github.com/crpurcell/friendlyVRI 

• http://www.jb.man.ac.uk/pynterferometer/index.html

• https://launchpad.net/apsynsim

• https://github.com/griffinfoster/fundamentals_of_interferometry

http://www.phys.unm.edu/~gbtaylor/astr423/s98book.pdf
https://science.nrao.edu/opportunities/courses/era/
http://almaost.jb.man.ac.uk/
https://github.com/crpurcell/friendlyVRI
http://www.jb.man.ac.uk/pynterferometer/index.html
https://launchpad.net/apsynsim
https://github.com/griffinfoster/fundamentals_of_interferometry
http://www.phys.unm.edu/~gbtaylor/astr423/s98book.pdf
https://science.nrao.edu/opportunities/courses/era/
http://almaost.jb.man.ac.uk/
https://github.com/crpurcell/friendlyVRI
http://www.jb.man.ac.uk/pynterferometer/index.html
https://launchpad.net/apsynsim
https://github.com/griffinfoster/fundamentals_of_interferometry


Summary
• Interferometry is a valuable and flexible tool

• Main concept: interferometer samples uv space

• With good uv coverage; well-defined beam, images



When is a source resolved?
792 J D Monnier
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Figure 1. Young’s two-slit interference experiment (monochromatic light) is presented to illustrate
the basic principles behind stellar interferometry. On the left is the case for a single point-source,
while the case on the right is for a double source with the angular distance being half the fringe
spacing. Note, the interference pattern shown represents the intensity distribution, not the electric
field.

Imagine another point-source of light (of equal brightness, but incoherent with the first)
located at an angle of λ/(2b) from the first source (see right panel of figure 1). The two
illumination patterns are out of phase with one another by 180˚, hence cancelling each other
out and presenting a uniformly illuminated screen. Clearly such an interfering device (an
‘interferometer’) can be useful in studying the brightness distribution of a distant ‘stellar’
object. This application of interferometry was first proposed by Fizeau (1868) and successfully
applied by Michelson to measure the angular diameters of Jupiter’s moons (Michelson 1890,
1891) in 1891 and later (with Pease in 1921) to measure the first angular size of a star beyond
the Sun (Michelson and Pease 1921) (see section 3.1 for further details on the early history of
optical interferometry).

2.1.2. Angular resolution. The ability to discern the two components of a binary star system
is often used to gauge the spatial resolution of an instrument, be it a conventional imaging
telescope or a separated-element interferometer. Classical diffraction theory has established
the ‘Rayleigh Criterion’ for defining the (diffraction-limited) resolution of a filled circular
aperture of diameter D:

Resolution of telescope ≡ "#telescope = 1.22
λ

D
rad (3)

This criterion corresponds to the angular separation on the sky when one stellar component
is centred on the first null in the diffraction pattern of the other; the binary is then said to be
resolved. A similar criterion can be defined for an interferometer: an equal brightness binary

Monnier 2003

�✓ = �/(2b)



Radio astronomy
M87

• Dust obscures optical light

• Not all emission is thermal



Radio astronomy
• Interstellar dust smaller than wavelength - e.g. Sgr A*

• Cold emission negligible in optical - e.g. CMB

• Free-free radiation - e.g. (ionised) HII regions

• Spectral lines - e.g. 21cm HI line, CO rotational transitions

• Synchrotron emission - e- accelerated in SN remnants

sky at 408MHz


