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Introduction

Intelligent Resilient Framework (IRF) is an innovative HP switch platform virtualization technology that
allows dramatic simplification of the design and operations of data center and campus Ethernet
networks. IRF overcomes the limitations of traditional STP (Spanning Tree Protocol) based and legacy
competitive designs by delivering new levels of network performance and resiliency.

Virtual Connect is an industry standard-based implementation of server-edge virtualization. It cleanly
separates server enclosure administration from LAN and SAN administration and allows you to add,
move, or replace servers without impacting production LAN and SAN availability

This document provides detailed configuration and test information for the following items: (Please
note, although A5820 was chosen as the platform of testing but IRF design concept should remain the
same for other A-series switches)

IRF and Virtual Connect setup configurations
= A5820/5800 logical switch and IRF link setup from two standalone switches (on page
1)
= A5820/5800 BFD MAD (Multi-Active Detection) link setup (on page 14)
» LLDP neighbor discovering (on page 15)
» LACP port bundling (long timeout and short timeout) (on page 17)

Failover tests

» A5820 port-channel (Bridge Aggregation Interface connecting to Virtual Connect) failure
(on page 23)

= A5820 switch failure (on page 26)

= A5820 IRF link failure to test MAD detection (on page 28)

*  Virtual Connect primary module failure (on page 31)

Images of IMC (Intelligent Management Center) and Insight Control for
vCenter network monitoring
= |C (Insight Control) for VMware vCenter plug-in screen capture of network monitoring of
Virtual Connect, vSwitch, and Access switch (A5820) (on page 33)

= HP Networking IMC screen capture of A5820 and Virtual Connect monitoring (on page
36)



Design scenarios

Two typical design scenarios are available to connect Virtual Connect with network switches.

A common misunderstanding people tend to have when connecting Virtual Connect with IRF or Cisco
vPC/VSS switches is described in the following page. The design does not work.

The above concepts apply to all Virtual Connect models providing ethernet connectivity, which
include VC 1/10-F, VC Flex-10 and VC Flexfabric modules.

Switchl Switch2

-

IRF/vPC/VSS Logical Switch

Switchl Switch2

Scenario 1—This is a typical connection scenario, in
which Virtual Connect modules connect with non-
IRF/vPC/VSS capable switches.

Virtual Connect needs to configure one SUS (Shared
Uplink Set) per Virtual Connect module (two total).
Switch 1 and switch 2 each have one port channel
configured to peer with Virtual Connect SUS.

Scenario 2—This is the recommended connection scenario,
in which Virtual Connect modules connect with
IRF/vPC/VSS logical switch.

Virtual Connect needs to configure one SUS per Virtual
Connect module (two total). The logical switch also has two
port channels configured to peer with Virtual Connect SUS,
which is known as Active/Active Virtual Connect design.
Active/Standby Virtual Connect design is also available,
but because it does not use all available uplink bandwidth,
it is not discussed here in more detail. For more information
on Active/Standby design, see scenariol:4 in the HP
Virtual Connect Ethernet Cookbook
(http://h20000.www?2.hp.com/bc/docs/support/Support
Manual/c01990371/c01990371.pdf).

This design provides two main benefits over the previous

design:

o If either switch fails, traffic remains on the same port
channel and rehashes to the remaining physical link in
less than one second. The server does not require failover
tests.

e For the incoming traffic from upstream core switch to
server direction, all traffic can be sent to Virtual Connect.
Previously, if the destination MAC (media access control)
was on the other switch, the traffic would have to
traverse the inter-switch trunk, so the flow was not
optimized.



http://h20000.www2.hp.com/bc/docs/support/SupportManual/c01990371/c01990371.pdf
http://h20000.www2.hp.com/bc/docs/support/SupportManual/c01990371/c01990371.pdf

IRF/vPC/VSS Logical Switch

Switchl Switch2

Scenario 3—This configuration does not work. Configuring one port channel on a logical switch side and one SUS
on a Virtual Connect side does not move traffic forward on all four links. Virtual Connect does not support port
channels across different modules. Some links will go into standby and not form port channels.

See Appendix 2 (on page 44) for the results of this scenario.




Network topology

Physical diagram
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The IRF cluster consists of one A5820 switch and one A5800-32C switch. Comware software
supports IRF clustering on different switch models if they are compatible with each other for IRF.

The A5820 and A5800 switches form an IRF bundle link between them with two 10G links. The
A5820 switch is switch 1, the master of the domain, and has logical port IRF-Port2. The A5800
switch is switch 2, the slave of the domain, and has logical port IRF-Port1, defined originally before
merging with the A5820 switch.

The A5820 and A5800 switches use one Gigabit Ethernet link as a BFD MAD link for MAD.

VC1 and VC2 are Flex-10 modules in interconnect bays 1 and 2 of the HP BladeSystem <7000
Enclosure. Each Flex-10 module has a SUS connecting fo an IRF virtual device. A SUS consists of two
10G links terminated on A5820 and A5800 switches. With IRF, these two 10G links form one
bridge-aggregation bundle (the same as port channel on Cisco NX-OS and etherchannel on Cisco
IOS). VC1 connects the IRF cluster with the Bridge-Aggregation 2 interface, and VC2 connects the IRF
cluster with the Bridge-Aggregation 3 interface. Bridge-Aggregation 1 forms a virtual port channel



between the IRF cluster and the virtual machine’s default gateway (simulated by an HP E-Series

switch).

Traffic flow testing uses ping packets from VM1 (192.168.1.178) to its default gateway
(192.168.1.1). The VM traffic has two paths to reach its default gateway, depending on how the
vSwitch hashes VM traffic to a specific vmnic.

Logical diagram

Bridge-Aggl

IRF Logical Switch

 Bridge-Age2 < Bridge-Agg3

Two bundle interfaces (Bridge-Aggregation 2 and Bridge-Aggregation 3) exist between the Virtual
Connect and the IRF logical switch because Virtual Connect currently does not support link bundling
across two different physical modules.



IRF and MAD technology overview

IRF (Intelligent Resilient Framework)

IRF IRF creates one logical switch from two or more physical switches. The A5820 switch
can support up to nine switches in one IRF domain.
The logical switch uses standard LACP to connect to any vendor, core, distribution,
or edge switches with a failure convergence time of less than 40 milliseconds. The
switch acts as the following:
e Single IP address for management
e Single layer 2 switch
e Single layer 3 router (all protocols)
Implementation is available across multiple products from core to access platforms
A12500, A1T0500 A9500, A7500, A5820, A5800, and A5500 series switches.
With IRF technology, the network is transformed as shown in the following diagram.

IP network IP network

Role Member switches form an IRF virtual device. Each of them performs one of the
following two roles:
e Master—manages the IRF virtual device
e Subordinate—members that are backups of the master
If the master fails, the IRF virtual device automatically elects a new master from one
of the subordinates. Masters and subordinates are elected through the role election
mechanism. An IRF virtual device has only one master at a time.

IRF port An IRF port is a logical port dedicated to the internal connection of an IRF virtual

device. An IRF port can be numbered as IRF-port1 or IRF-port2. An IRF port is
effective only after it is bound to a physical port.

Important:

An IRF-Port1 on one device can only be connected to the physical port bound to the
IRF-Port2 of a neighboring device; otherwise, an IRF virtual device cannot be formed.




IRF virtual device
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Device A, Device B

Physical Physical IRF ports are physical (copper or fiber) ports bound to an IRF port. They
IRF port perform the following functions:

e Connect IRF member switches
e Forward IRF protocol packets and data packets between IRF member switches

Priority Member priority determines the role of a member during a role election process. A

member with a higher priority is more likely to be a master. The priority of a switch
defaults to 1.

Member ID | An IRF virtual device uses member IDs to uniquely identify its members. Configuration

Information such as port (physical or logical) numbers, port configurations, and
member priorities relate to member IDs.

Domain ID | Each switch belongs to one IRF domain. By default, the domain ID is 0. Although

switches with different domain IDs can form an IRF virtual device, HP recommends
assigning the same domain ID to the members of the same IRF virtual device.
Otherwise, the LACP MAD detection cannot function properly.

MAD (Multi-Active Detection)

MAD | MAD protects IRF link failure when both switches with the same configuration meet the
criteria for master switch. In this case, MAD shuts down one of the switches according to
role election. The switch with a higher priority becomes the master, and then the local
interfaces for switch 2 are shut down.

When an IRF link is down as a result of MAD, switch 1 continues to run. Switch 2 inactivates
all local inferfaces.
192.1680.2 19216802
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IRF virtual IRF virtual device 1 device 2
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MAD detects multiple active IRFs using one of three methods:
e LACP
. BFD
e ARP
LACP | ¢ Most widely deployed
MAD

o Fastest convergence time
e Needs only one CLI “MAD enable” under bridge aggregation interface

e Needs a third switch (Typically HPN Asseries) to understand extended LACPDU (Link
Aggregation Control Protocol Data Unit) packets
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For more information on IRF and MAD, see the H3C S5820X & S5800 Series Ethernet Switches IRF
Configuration Guide.
http://bizsupport1.austin.hp.com/bc/docs/support/SupportManual /c02648772/c02648772.pdf



http://bizsupport1.austin.hp.com/bc/docs/support/SupportManual/c02648772/c02648772.pdf

IRF and Virtual Connect setup configurations

Quick CLI reference table

HPN A-Series Comware ClLI is similar to the Cisco I0OS/NX-OS format. The following table gives a

quick comparison of A-Series Comware CLI and Cisco CLI, related to this setup.

Comware Cisco
system config terminal
undo no
quit exit
save force wr mem
reset saved-config wr erase
reboot reload
display current show run

display saved-configuration

show startup

display int brief

show ip int brief

display logbuffer

show log

display link-aggregation

show etherchannel/port-channel

display this
(show current interface config)

sysname

hostname

port link-mode bridge

switchport

port link-mode route

no switchport

port link-type access

switchport mode access

port link-type trunk

switchport mode trunk

port access vlan x

switchport access vlan x

port trunk permit vlan x

switchport trunk allowed vlan x

port link-aggregation group X

channel-group x

interface Bridge-Aggregation x

int port-channel x
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A5820 switch: Convert standalone switches to IRF logical switch

This conversion procedure assumes that two standalone switches start from a clean factory-default
startup configuration. If not, enter reset saved-config (write erase on Cisco) to reset startup-
config to factory default.

A5820 (switch 1)

1. Change switch 1 IRF priority to 10. The default value is 1, and the higher priority is selected to be the IRF
master and active switch when MAD is detected.

[H3C]irf member 1 priority 10

2. Shut down the IRF physical ports to prepare them to be included under the IRF logical port “irf-port 1/2”
configuration. Otherwise, when trying to include these interfaces later under IRF-Port, Comware will
indicate that the physical interfaces are not shut down.

[H3C]int tenl/@/23
[H3C-Ten-GigabitEthernetl/0/23]shut
[H3C-Ten-GigabitEthernetl1/0/23]int tenl/0/24
[H3C-Ten-GigabitEthernetl/0/24]shut

3. Create Logical port “irf-port 1/2” and include ten1/0/23 and ten1/0/24.

Note: If you create “irf-port 1/2” on switch 1, you must use “irf-port 2/1” on switch 2. Alternatively, create
local “irf-port 1/1” and use “irf-port 2/2” on switch 2. The following two scenarios do not work:

e “irf-port 1/1"~ “irf-port 2/1"

e “irf-port 1/2"~"irf-port 2/2"

[H3C]irf-port 1/2

[H3C-irf-portl/2]port group interface tenl/0/23

[H3C-irf-portl/2]port group interface tenl1/0/24

4. While ten1/0/23 and ten1/0/24 are shut down, go to Switch 2 (page 12) to configure it to peer with
Switch 1. Then, complete the remaining steps in this procedure.

5. Unshut ten1/0/23 and ten1/0/24 to bring up the irf-link. After the links and interfaces appear, proceed
to the next step. Nothing happens until step 6 is executed.

[H3C]int ten1/0/23
[H3C-Ten-GigabitEthernetl/0/23Jundo shut
[H3C-Ten-GigabitEthernet1/0/23]int tenl/0/24
[H3C-Ten-GigabitEthernet1/0/24Jundo shut

6. Activate the irf-port configuration to start IRF peering between the two switches.

[H3C]irf-port-configuration active
After several seconds, switch 2 reloads. When switch 2 comes back on, two switches are merged into one
virtual IRF switch. You can use the three IRF commands to verify the running status for this virtual IRF

switch. See the output following A5800 (switch 2).

11




A5800 (switch 2)

1. Change switch 2 member ID from default 1 to 2.

[H3C]irf member 1 renumber 2

2. Before continuing with the following steps, reboot the switch to make all interface numbering changes
from 1/x/y to 2/x/y. This command is executed when the switch is not in system mode.

<H3C>reboot

3. Shut down the IRF physical ports to prepare them to be included under the IRF logical port “irf-port 2/1”
configuration. Otherwise, when trying to include these interfaces later under IRF-Port, Comware will
indicate that the physical interfaces are not shut down.

[H3C]int ten2/0/27

[H3C-Ten-GigabitEthernet2/0/27]shut

[H3C-Ten-GigabitEthernet2/0/27]int ten2/0/28
[H3C-Ten-GigabitEthernet2/0/28]shut

4. Create Logical port “irf-port 2/1” and include ten2/0/27 and ten2/0/28.

[H3C]lirf-port 2/1

[H3C-irf-port2/1]port group interface ten2/0/27

[H3C-irf-port2/1]port group interface ten2/0/28

5. Unshut ten2/0/27 and ten2/0/28 to bring up the irf-link. After the links and interfaces appear, proceed
to the next step. Nothing happens until step 6 is executed.

[H3C]int ten2/@/27

[H3C-Ten-GigabitEthernet2/0/27]undo shut

[H3C-Ten-GigabitEthernet2/0/27]int ten2/0/28
[H3C-Ten-GigabitEthernet2/0/28]undo shut

6. Activate irf port configuration to start IRF peering between two switches. At this moment, nothing
happens because both switch 1 IRF physical links are still shut down.

[H3C]irf-port-configuration active

7. Go to Switch 1 (page 11) to start IRF physical links and activate the IRF-link configuration. Several
seconds later, switch 2 reloads itself with the message below (only part of the booting message is shown

here for reference).
IRF port 1 is up.

Starting......

3k 3k >k >k >k 3k 3k 3k >k >k %k %k >k 3k 3k 3k 3k %k %k >k 5k 5k 5k 3k >k %k %k >k 5k 3k 3k >k %k %k >k 3k 3k 3k 3k %k %k %k >k 5k 5k 5k 3k >k 5k >k >k 5k 3k %k >k %k %k >k 3k 3k %k %k %k %k kK >k Kk kkkk*k

* *
* H3C S5800-32C BOOTROM, Version 205 *
* *

3k sk sk 3k 3k 3k sk sk sk sk sk 3k sk sk sk ok sk sk sk 3k ok ok sk sk sk sk 3k >k ok sk sk sk sk 3k sk sk sk ok sk sk sk 3k 3k ok ok 3k sk sk sk 3k sk ok sk sk sk sk 3k >k ok sk ok sk sk 3k >k ok ok ok sk sk sk k
Copyright (c) 2004-2010 Hangzhou H3C Technologies Co., Ltd.

12



. For the complete logical switch configuration, see

After merging, IRF status checks the output
Appendix 2 (on page 44).

41 Master 10 00
Slave 1 1023-893¢c-45d6 ————-—

40PD0LOCY 410110

E E C IRF-Portc?2
disable Ten-GigabitEthernetl/0/23
Ten-GigabitEthernetl/0/24

disable

Ten-GigabitEcthernet2/0/27
Ten-GigabitEthernetr2/0/28

13



A5820: BFD MAD configuration

#
vlan 100
#
interface vlan-interfacel00
mad bfd enable
mad ip address 100.100.100.1 255.255.255.0 member 1
mad ip address 100.100.100.2 255.255.255.0 member 2
#
interface GigabitEthernetl/0/25
port link-mode bridge
port access vlan 100
stp disable
#
interface GigabitEthernet2/0/3
port link-mode bridge
port access vlan 100
stp disable

m mm

n

i

To disable STP for the BFD MAD interface, issue the command stp disable. The BFD MAD interface
is a dedicated interface and should not run any other services/features.

14



A5820: LLDP

LLDP (Link-layer Discovery Protocol) is the IEEE standard protocolused by network devices for
advertising their identity, capabilities, and neighbors. LLDP performs functions similar to some other
proprietary protocols, such as Cisco Discovery Protocol(CDP).

LLDP transmits and receives are enabled by default on A5820 interfaces. No configuration is
required.

cD_dbfd80bbSd2c ) 1/0/1 d485-64ce-£015
cD_dbfd80bbSd2c 0/2 d485-64ce-£033
cD_dbfd80bbSd2c 0/2 d485-64ce-£015
cD dbfd80bbS5d2c XGE2/0/26 d485-64ce-£033

The “VeD_xyz” string is the unique Virtual Connect domain ID generated internally when creating
Virtual Connect. VC1 and VC2 share the same LLDP “System Name” because they are in the same
Virtual Connect domain. To determine which physical Virtual Connect module is the LLDP neighbor,
use the “Chassid ID” field. This is the Virtual Connect module system MAC address. To determine the
system MAC address for a particular Virtual Connect module, log into Virtual Connect by SSH (Secure
Shell) and use the show interconnect command.

->show interconnect enco:1

ID : enco:1

Enclosure : 0a8

Bay 1

Type : VC-ENET

Product Name : HP VC Flex-10 Enet Module
Role : Primary

Status : 0K

Comm Status : OK

OA Status : OK

Power State : On

MAC Address : d4:85:64:ce:f0:15

Node WWN e

Firmware Version : 3.15 2010-10-09T07:18:16Z
Manufacturer : HP

Part Number : 455880-B21

Spare Part Number : 456095-001

Rack Name : R8-9-10

Serial Number : 3C40310008B

UID . Off

15




Flex-10: LLDP

LLDP transmits and receives are enabled by default on all Virtual Connect modules interfaces,
including Flex-10 and Flexfabric. No configuration is required.

Trunk-A and Trunk-B are defined in the following LACP sections. All links will show as active only after
finishing the LACP configuration on the switch and Virtual Connect.

VC1 connects with IRF logical switch ten1/0/1 and ten2/0/25.
Bay 1 (HP VC Flex-10 Enet Module)

Label | Metworkis) | Status

Detailed statistics

| Port
| 1

Port  Trunik-A Dog Lirkeditoctee 10 Go SFP-SR %
| w2

Pamek B B b el TS T

VC2 connects with IRF logical switch ten1/0/2 and ten2/0/26.
Bay 2 (HP VC Flex-10 Enet Module)

Labal @ Hetworkis)  Status Defailed statistics

|Pot  Truek-B Dow Linkedidctive 10Gb  SFP-SR *

Deebaibad
| ®1 Satistic sinfonmation
Port Trunk-B Dok Linkediactive 10 Gb SFP-5R o] Dectailed
| X2

Hatistic sinfonmation

16



A5820: LACP

The Bridge-Aggregation interface is equal to the port channel inferface on Cisco to bundle multiple
physical links.

interface Bridge-Aggregation2
port link-type trunk
port trunk permit vlan 1 to 2
link-aggregation mode dynamic
stp edged-port enable

#

interface Bridge-Aggregation3
port link-type trunk
port trunk permit vlan 1 to 2
link-aggregation mode dynamic
stp edged-port enable

#

interface Ten-GigabitEthernetl/0/1
port link-mode bridge
port link-type trunk
port trunk permit vlan 1 to 2
port link-aggregation group 2

#

interface Ten-GigabitEthernetl/0/2
port link-mode bridge

port link-type trunk

port trunk permit vlan 1 to 2
port link-aggregation group 3

#

interface Ten-GigabitEthernet2/0/25
port link-mode bridge

port link-type trunk

port trunk permit vlan 1 to 2
port link-aggregation group 2

#

interface Ten-GigabitEthernet2/0/26
port link-mode bridge

port link-type trunk

port trunk permit vlan 1 to 2
port link-aggregation group 3

#

When connecting with Virtual Connect, the Spanning Tree edge ports (Cisco PortFast) feature should
be enabled because Virtual Connect does not communicate STP with any network device. The
command is stp edged-port enable under the interface. This can speed up network convergence
time, especially when links come up.

The BPDU (Bridge Protocol Data Unit) guard feature can be enabled for more security to protect edge
ports. The global command is stp bpdu-protection.

These practices are in line with networking best design when connecting with host NICs. Networking

switches should treat any ports connecting with Virtual Connect as the ports connecting with regular
servers.

17



Bridge-Aggregation interfaces commands

18



Flex-10: LACP

Trunk uplink config on VC1
Edit Shared Uplink Set: Trunk-A

Ethernet Shared External Uplink Set

Liphrk Set Nams

External Uplink Ports
Port Roke | Port Status Connector Type

Connection Mode: | gy n

Associated Networks (VLAN tagged)

atrye Smat Link

Btwork Mamme WLAN ID
true

vlanl-a
3 falsa trua

vlan3-a

Trunk uplink config on VC2
Edit Shared Uplink Set: Trunk-B

Ethernet Shared External Uplink Set

External Uplink Ports

Connectar Type

SFP-SR

Port Role it
M i Linked-Active 10 3h

M ) Linked-&ctive 10k

SFP-SR

Add Port
Connection Mode;

Associated Networks (VLAN tagged)

fetwark tlatme WLAR 1D Stmart Link
vlani-b 1 true true
vlanz-b 8 falsa true

19



Trunk uplinks monitoring on Virtual Connect
(HP VC Flex-10 Enet Module)

detweork(s)  Status Conneetor Connected To Detailed statistics
Type

Diebaied

00 238543 75 24(Ten-
Hatishe sinicomation

GigabiEthernet1 01
00235943, 75:24(Ten-
GigablEthernet 2025]

Connected To Detailed statistics

00 23 85 4% 75 24 Ten- Dtailed
GigabREEhernet 1 AV2) sAatisticsinformation
00 2% 8945 75 24 Ten- Detailed
GigabREthernet 2200/28) statisticsdiniormation

Both trunks show active/active. Also LAG (Link Aggregation Group) ID shows that a LACP bundle has

been established with IRF Virtual Switch. Both channels use LAG 26. Since they are on different
modules, Virtual Connect can uniquely identify them.

20



Flex-10: Server Profile

Server profile configuration
Profile

Aloceted Beoaweth

‘t visn1-a O custom %) 100

2 vl Q@ custom %) 160

‘; & O ereresnen

¢ % O PREFERRED -

Port 3 “Multiple Networks” configuration

Ethernet Adapter Connections

Server VLAN Tag to viet Mappings

Force zame YLAN mappings as Shared Uplink Sets

Shared Uplink 52t [ Trunk-a n

viet Name

Untagged Metwork: | Hone n

Port 4 “Multiple Networks” configuration

Ethernet Adapter Connections

Server VLAN Tag to viet Mappings

Force same YLAMN mappings a3 Shared Uplink Sets

Shared Uplink Set | Trunk-B n

viet Mame

Urtagged Metwark: Hone n

PXE

00-17-A4.77-1C-00 LOM -8 «»Bay 1

0017.ALT74C02 LOM 2.0 «> Bay 2
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ESXi configuration

Host adapter
= [y New Datacerker
= [ 1018177

B vmi Hardware Network Adapters
Device Speed Configured Switch MAC Address
Emulex Corporation NCSS53i 10Gb 2-port FlesiFabric Converged Network Adapter
B vred 1000 Fdl 1000 Ful vSwitchO 00:17:84:77:1¢:00
B vl 1000 Full 1000 Full vowkchO ¢
g vk SOOOFU | Negctiste vSwchl 00:17:04:77:1¢:08
Ao g 5 o3 SOODFUR.  Neootiste vSechl 00:17:04:77: 1¢:00
¢ Network Adspters [ Down Negotiste Noow &4:85:64:40:49:f 8
Advanced Set B vrks Down Negotiste None G4:85:64:40:49:fe
) vrnks Dovn Negotiate Nooe 4:85:64:40:49:b
— B viri? Down NeQotiate Noowe 04:65:64:40.:49.F

Switch1 configuration
10.1.8.177 YMware ESXI, 4.1.0, 348481

Hardware | View: |Virtual Swikch vNetwork Distributed Switch

Proc Networking
.:"w‘l!vx-_.v? = . ¢
a . N =emove,.., roperoes,,
> ‘Hotworking Virtual Switch: vSwitch0
Storage Adapters - dpaitmli ety o) ol ooty <L
; (3 YM Mg v oo @ vmnicl 1000 Ful §3
Network Adapters ) ey

=3 1 virtual machine(s Lo @@ vmnicO 1000 Full 2
vl

Advanced Settings

Power Management
smel Por

(7 Management Network
mk0 : 10.1.8.177

D &

Software

Licensed Features

Time Configquratior
DNS and Routing Virtual Switch: ¥Switehl Remove... Properties..
Authentication Services Virtual Machine Port Group Pk

v.nﬁvm:s 2000 Full | O
o B9 vmnic2 9000 Full G-

Adaptery

Ethernet adapter Local Ar

(R¥ PRO-188A HMT Hetwork Connection
A Il s 5 =HH=-H02 =1

CP Enabled. . . . . . .
Autoconf iguration Enabled
ink . IPve Addre

343218 Preferred)

NetBIOS owver Tcpip. : Enabled
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Failover tests

Uplink failure

IRF Logical Switch

< Bridge-Agg2 >

VML1 traffic normal flow Uplink Failure

VM1 has a continuous ping fo its default GW 192.168.1.1. Under normal conditions, vSwitch
hashes the traffic from this VM to the vmnic3, which is mapped to the VC2 and then enters the Bridge-
Aggregate3 inferface in the IRF logical switch.

The test issued a shut down command under interface b3. From the display MAC address
command, we can see the traffic failed over to the other path.

Test Result:
e Shut down int b3: about 3-4 seconds packets loss.

e Undo shut int b3: about 1-2 seconds packets loss with “stp edged-port enable.” Without it, about
30 seconds of packet loss occurs due to the regular STP learning stage.

Note:

IRF convergence time is much faster than three seconds, typically less than 50 milliseconds. The
overall three second convergence time is related to Virtual Connect convergence around the smartlink
to notify the server link in the event of uplink downtime, which then triggers vSwitch to converge the
packet flow. Even with a regular switch without IRF (verified in the lab), three seconds is the expected
Virtual Connect/vSwitch convergence time in similar topology.
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Shut int b3

Undo shut int b3

17881
Replyl[i7891
192.168.1.1:
192.168.1.1:

1 168.1.1:
Replyli794]
Replyli?951]
Replyl17961]
Replyl(1797]
Replul17981

from

from 1

From

From

From
re

from 192

=d out

out
out
out
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[
&

regu
plyl485]1 from 1

168.1.1: hytes=32 time=1.4 ms TIL=64

timed out
timed out
168.1.1: by

plyl486] from 192.168.1.1° hytes

2 time=1.8 ms
32 time=1.5 ms

TTL=64
11L=b4
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Switch failure

< Br ',';-
Ge1/0/28 e

ik ogieal SWITEE

VM1 trafficnormal flow Switch1(master) Failure

VM1 has a continuous ping fo its default GW 192.168.1.1. Under normal conditions, vSwitch
hashes the traffic from this VM to the vmnic3, which is mapped to VC2 and then enters the Bridge-
Aggregation3 interface in the IRF logical switch.

The test issues a reboot command on Switch1 A5820. Switch 2 takes over as the new master and
any interface related to 1/y/z is shut down.

Test Result:
Switch1 down: Ping packet loss did not occur, so the convergence time was less than one second.
Switch1 up: Ping packet loss did not occur, so the convergence time was less than one second.

Note:

The convergence time remained less than one second because the traffic flow did not switch over to
the other path. It still used int b3 because even with switch 1 and all 1/y/z interfaces down, int b3
still had the other interface ten2/0/26 up. So, the convergence time is the result of LACP rehashing
the traffic to the other remaining link, which is typically less than one second.

For this scenario, IRF does not change the traffic flow path, even when losing one switch. The two
uplinks operate at 10G each.

After switch 1 comes back up, it remains the slave to prevent traffic switch-over again, even though it
has higher priority.
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IRF link failure

IRF Logical Switch
Switch2

(all int dewn)

IRF Logical Switch

Tenl/0/2

Vswitch

Server

VM1 traffic normal flow IRF Link Failure

VM1 has a continuous ping fo its default GW 192.168.1.1. Under normal conditions, the vSwitch
hashes the traffic from this VM to the vmnic3, which is mapped to the VC2 and then enters the Bridge-
Aggregation3 interface in the IRF logical switch.

The test issued a shut down command under switch1 A5820 IRF1/2 to simulate IRF link failure.

Test Result:
e Shut irf-port 1/2: Ping packet loss did not occur, so the convergence time was less than one
second.

e No shut irf-port 1/2: About one second packet loss after switch 2 rebooted and came back up to
join the IRF domain

Note:

Upon losing the IRF link, MAD initiates and elects one master for the domain, and the other switch
(switch 2 with lower IRF priority) shuts down all its local interfaces to prevent a dual active (split brain)
scenario. When the IRF link is restored, switch 2 reboots itself and rejoins the IRF domain.

Packet loss when Switch2 (A5800) came back and joined IRF domain:

2011,/03/11 14:14:19 F:Ep]y‘ 1694} from 192,168.1.1: t:ry‘tes 32 time=1.5
2011,/03,/11 14:14:19 : preply[1695] from 192.168.1.1: bytes=32 time=1.5
2011/03/11 14:14:20 : 192.168.1.1: reguest timed out

2011,/03/11 14:14:20 : rReply[1697] from 192.168.1.1: bytes=32 time=2.6 ms TTL=54
2011,/03/11 14:14:20 : Reply [16981 from 192.168.1.1: hy'l:es-Bz time-l.g ms TTL=564

T s T e P T T I R (O e T Y PR T L ATt P W T 1 T | 4. P T T T N | W = A

ms TTL=54
ms TTL=64
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Switch2 (A5800) view after IRF link failure with BFD MAD protection

# 3 T de is the ms
+ indi = t C through which the user logs in.

luded ports|

configurak
luded ports|

Ten-GigabitEtherne

0.100.1 5 I mwembher

menber

iption

Type PVID D iption

29



consol

BFD/5/BFD_CHANGE_FSH:

BFD/5/BFD_CHANGE FSH:

devices detecte

ink ¢ LT

4,
Do,

please fi
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Virtual Connect module failure

< Bridge-Agel *Bridge-Aggl

IRF Logical Switch IRF Logical Switch

« Bridge-Agg2 >  Bridge-Age3 « Bridge-Agg2 > < Bridge-Aggd >

VM1 trafficnormal flow VC module Failure

VM1 has a continuous ping fo its default GW 192.168.1.1. Under normal conditions, the vSwitch
hashes the traffic from this VM to the vmnic3, which is mapped to the VC2 and enters the Bridge-
Aggregation 3 interface in IRF the logical switch.

The test uses the “power off” button on OA (Onboard Administrator) to shut down VC2 to simulate
module failure.

Test Result:
e VC2 down: About one second packet loss

e VC2 up: About six seconds packet loss

(Please note: VC 3.30 will have the enhancement to reduce the convergence time to less than 1 sec
upon VC module coming up. VC3.30 is currently scheduled to be available by the end of 08/2011.)

Note:

The VC2 up event had more convergence time because the vmnic3, which is mapped to VC2, was
up. Therefore, the vSwitch started to send traffic to VC2 before VC2 was ready internally for
switching traffic.

VC;Q dqwn .

Replyl[?86]1 from 192.168.1.1: hytes=32
Replyl?87]1 from 192.168.1.1: hytes=32
Replyl?88]1 from 192.168.1.1: hytes=32
Repluyl?891 from 192.168.1.1: hytes=32

192 .168.1_1: reqguest timed out
Replyl[?921]1 from 192.168.1.1: hytes=32
Replyl?92] from 192.168.1.1: hytes=32
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Heply[lli?] from 192.168.1.1: bhyte

Replyl[1128]1 from 192 _168.1.1: hyte

Replyl1121] from 1%2.168.1.1: hytes
: timed out

: 192.168.1.1: timed out
11,8316 : 2.16 Ioreques timed out
2011-83-16 H : : I‘Lf.[l.l. timed out
2 : i1 timed out
4 timed out
trnm 19& 168.1.1: bytes=32
from 192.168.1.1: hyte
Replyl[1138] from 192.168.1.1: hytes

With VC 3.30 enhancement, VC2 up event will be reduced to around 500 msec. Please note below
fping timeout and interval were set to 500 msec. In the test below, please regard 192.168.1.2 as

192.168.1.1 in previous tests due to different IP scheme in different lab sefup.

14:88:11 Reply[789]1 from 192.168.1.2: hytes=32 TTL=128
14:88:12 Reply['/18]1 from 192.168.1. 2 bytes=32 ti TTL=128
Reply['11]1 from 192.168.1. bytes=32 ti TTL=128
Reply['12]1 from 192.168.1. bytes=32 ti TTL=128
Replyl['13]1 from 192.168.1. bytes=32 ti TTL=128
Reply['14]1 from 192.168.1. bytes=32 ti TTL=128
Reply['15]1 from 192.168.1.2: hytes=32 ti TTL=128
Reply['M16] from 192.168.1.2: hytes=32 ti TTL=128
192 .168.1.2: request timed out

Reply['18]1 from 192.168.1.2: hytes=32 ti TTL=128
Replyl['19?] from 192.168.1.2: hytes=32 ti TTL=128
Reply[728]1 from 192.168.1.2: hytes=32 ti TTL=128
Replyl?21]1 from bytes=32 ti TTL=128&
Replyl?22]1 from bytes=32 ti TTL=128&
Replyl?23]1 from bytes=32 ti TTL=128&
Replyl?24]1 from bytes=32 ti TTL=128&
Replyl?25]1 from bytes=32 ti TTL=128&
Replyl?26]1 from bytes=32 time= TTL=128&
Replyl?27]1 from bytes=32 ti TTL=128&
Replyl728]1 from bytes=32 ti TTL=128&
Replyl7291 from bytez=32 ti TTL=128&
ReplylY3@1 from bytez=32 ti TTL=128&
Replyl¥311 from bytez=32 ti TTL=128&
ReplylY321 from bytez=32 ti TTL=128&
Replyl¥331 from bytez=32 ti TTL=128&
Replyl734]1 from bytes=32 ti TTL=128
ReplylY35]1 from bytes=32 ti TTL=128
Replyl736]1 from bytes=32 ti TTL=128
ReplylY¥37?]1 from bytes=32 ti TTL=128
Replyl738]1 from bytes=32 ti TTL=128
Reply[Y3?]1 from bytes=32 ti TTL=128
Reply[/4@]1 from bytes=32 ti TTL=128
Replyl[Y41]1 from . d. bytes=32 ti TTL=128

14:08:27
14:88:27

Ping statistics for 192.168.1.2:

Packets: Sent = 71, Received = Y36. Lost =5 (Bx loss>
Approximate round trip times in milli-seconds:

Minimum = B.8 mz. Maximum = B.4 ms,. Average = B.1 ns

C=sUserssAdministratorsDesktop>fping 192.168.1.2 —c —t 580 —vw GHA -D
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Insight Control for Vmware vCenter monitoring
Insight Control for vCenter utilizes a visual networking view from vSwitch to Virtual Connect to
physical access switch. The following images provide examples of its appearance and functionality.

VM1 uses vSwitch1, which has two uplinks (vmnic2 and vmnic3). The uplinks carry tagged packets
for VLAN (Virtual Local Area Network) 2 and VLAN 3. VLAN 3 is not in used in the testing but is
provided to show the concept of tagged trunking between Virtual Connect and vSwitch. The graphic
also displays the physical uplink ports used to connect to the access switch. The host name and MAC
address of that switch are also provided, and are obtained through the use of LLDP between Virtual
Connect and the network switch.

HF Insight Software

HP Management Networking | Diagram Configuration Refresh  Properties |

v Overview
= [ Server Management

virtual Connect Network Diagram

U Configuration HP VC Flex-10 Enet Module in a8 bay 1 ™ H3C Comware Platform Software
& Power/Thermal VC Network Name A5820-IRF
8 [Hetworking] VM Mgmt [} B8 vmnic1 1000 Full & 00:23:89:43:75:24
Firmware y ‘:'1‘1 Machines (1) & BB vmnic0 1000 Full i1 VC Network Name
[£] Lags vm
= @ Storage Information [Port ID: Ten-GigabitEthernstL[0f1
. WC Network Name JPort description: Ten-GigabitEthernet 1 /0]1 Interface
Storage Overview Management Network Q_ C Nef e P
Related vMs Virtual Machines (0)

Related Datastores
Related Hosts
Storage Toals

B vmnic3 9000 Full 1
About Virtual M s (1) E® vmnic2 9000 Full &2

Hewlett-Packard Development
Company, LP.

Plug-in Yersion Information
Server Module: 6.2,1
Storage Information: 6.2.1

VC Network Name
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Host H/W inventory details

1 10.1.8.177 ¥YMware ESXi, 4.1.0, 348481

Mew Datacenter

Q 10.1.6.177 onfiguration as| renks | Alarms
3 vmi

HP Management

v Overview
- @ Server Management
(7l
& Power/Thermal
& Networking
Firmware
Logs
- B Storage Information
v Storage Overview
v Related wiMs
v Related Datastores
v Related Hosts
v Storage Toaols

About

Hewlett-Packard Development
Company, L.P.

Plug-in Wersion Information
Server Module: 6.2.1
Starage Information: 6.2.1

@ 2010, All rights reserved.

Maps s | Hardware Stakus

Configuration Server Infrastructure Refresh

System Information

Product Mame ProLiant BL460C &7

Serial Murmber SED3813H3

Product ID G03718-621

System ROM 127 12/01/2010

LU 37333036-3531-5355-4530-
333831334833

Server Mame bladel.asc.cup.hp.com

iLO Marne ILOUSEDSS13H3

iLD 3 Standard Blade Edition
1.15 (Oct 22 2010)

iLO License Type
iLS Firmware Yersian

CPU and Memory Information

CRUD IntelR) Xeon{R) CPU XS660 @

2.806EHz
cPU 1 2.Ianut§£§) ®eanfR) CPU X5660 @
Memary 49141 MB
Server NIC Information
MIC 1 00-17-A4-77-1C-00
MIZ 2 00-17-44-77-1C-02
MIC 3 00-17-44-77-1C-08
MIC 4 00-17-A4-77-1C-04
MICS D4-55-64-4E-49-FA
MIC & [4-85-64-4E-49-FE
MIC 7 D4-85-64-4E-49-FB
MIZ & D4-55-64-4E-49-FF
MIC L D4-85-64-52-16-9C
[ty i 00-17-a4-77-1C-08
isCsl 2 00-17-44-77-1C-04
Device Location
Bay Mumber 1
Enclosure Narne oad
Rack Marne R&-9-10
Mezzanine Card Information
Mezzanine Slok 1

Mezzanine Device HF BladeSystem c-Class

Port 1 50:06:0b:00:00:c2:7e:00
Part 2 S0:06:0b:00:00:c2:7e:02

HP Insight Software

Properties

Logic QMHZS62 8Gb FC HBA for
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Host and Enclosure firmware version report

T ESH, 4.

= [ Server Management
[0 Configuration
§ Powar/Thamal
@ Hetworking

Logs
= [ Storage Infarmation
& Srorsge Overvies
Ralated WMs
Rolated Datastores
Ralated Hosts
Storage Tooks

Hewdett-Packard Develogament
Ceamipaivy, LP.
Plug-n Viansion [nformation.

Serves Hodule: 6.2,

Shorage Information: 6.2, 1

ialill Al raphits reserved.

Mps | Sorsge Views | Handeere S0

ke
Typa: Systemn Fremeare
System RO Firmware-127 (Redundas
Deedaripbion: Eytemn ROM Frmvasre- 117 (Redundant )
Vs gore 0109
Maraif sckurer; 3
Type: Syt Frowaws
Arvay Controller Firmsans
Dwpieription: Bray Cotlroler Frresars
Ve gae g2
Maraf scturer! W
Types: Survay Controler Prrmesars
sk Dirive Finmevsne
Description; G, e Frowearn
e HFOF
Marad scturer! H
Type! Do D Frmmstes
Dish Drive Firmsane
Deesriphion: sk, v Frmmvare
Wewsor: HEOP
Marad acturer: L
Typa: Dncih. Cwrod Fromvare
Typ: Ethwrrt Port Controller Firteears
Fowmer controller
[ imatr coratraban Irwears. Pivess cortraber rmeirs & natabed propsthy

v Crrlrvigw
= [ serverManagement
ﬂ Configuratan
Y Power/Thermal
8 Hetworking
WFE
& Logs
= [ Storage Information
Storape Dearview
Ralatad WMs
Poalatad Datashones
Related Hosts
» Storage Tools

!m QLo Torpaoe b

Tyoe: P HB Frmware

SO E TLO

Desscription: i HBA, Opbion ROM detsll For Qoge QMRCHE
Werson: %

Maraf acturer: Qo Conpen abairs

Type: FC HEA Opdion ROM
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Deseription: FC HEA Opiod ROM detal lor QLogpe QMIDSED
e g LEALY
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IMC network management

HP IMC is HP networking management software that supports network device configuration,
accounting, performance, security management, and monitoring. It can manage HP Network devices,
as well as routers and switches from other vendors.

The following images corresponding to this setup provide an overview of the appearance and
functionality of IMC. It does not represent the full functionality of IMC.

For more information on IMC, see the HP website:
http://h17007 .www 1.hp.com/us/en/products/network-management/index.aspx

To download fullfeatured evaluation software, see the HP website:
https://h10145.www 1 .hp.com/downloads/SoftwareReleases.aspx?ProductNumber=JF377A&lang=
en&cc=us&prodSeriesld=4176535

Overview page (can customize layout)

_réHP Inteligent Management Center | | ﬁ A = [ E%; +* Page » Safety v Tools» |

@ Irtelligent Menagement Carter € admin @ Help @ About (3 Logoul

@MyShortcut Home Resource Senvice Alarm Report System |§'5 - | | anl Advani
Device Yiew Hetwork

o 1 2 1P View

o 10.1.0.0/116[3]

Routers

S Custom View
witches
Sewvers A My Metwork Wiew
Desktops
Others | — | CPU UHilization (%) - TopH
Wé[’g”]iﬂg | Wanitor Index CPU Usage (%) - Top 5
Minord] Time Range LastHour
Major0]
Sriea pevice _____nstance _____pata |
5830¢10.1.8.2) [Entity:55520%:Board] 5.333% I
® Unmanaged ® Unknown @ MNormal @ Warning © Minor @ Major 58200101.8.3) [Entity:55800:Board] 5.000% 1
® Critical Procurve as GWi10.1.8.1)  [CPU.0O] 1.000% |

Memory Lilization (%) - TopH

Maonitor Index Memory Usage (%) - Top 5 Devicallnraachabiibati uloph

Time Ranga Last Hour Monitor Index Device Unreachahility Propartion (%) - Top 5

Davice - stance 0 oata AR S
ey v v pevice ____________lnstance_lpata____________|
Data

5820010.1.8.2) [Entity:55300:B0ard] 26.000% [

YCERIC4031000W{10.1.8.232) [.0] 0.000%
Procurve as GWi10.1.8.1)  [Memary.1] 27.069% N Procurve as GW(101 81) Lol 0.000%
5820(10.1.8.2) [.0] 0.000%

Device Response Time (ms) - TopH

Monitar Index Response Time of Device (ms)- Top 9

Time Range Last Hour
N [ N
5820010.1.8.2) [0 7.000ms &
Procurve as GWi{10.1.8.1) [0 1.333ms A
VCEX3C4031000v{10.1.8.232) [.0] 0.667ms &
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Network topology

i
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Device View
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5820 IRF logical switch
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[ Modify Device Label
Madify System Group

. changed from 1231231231 " EEI
Avwiarning \266.266.266.0 1o 100.100.100.1 2011-03-11 11:58:02 Altributes
1265255 255.0" [E] Modify SHMP Setiings
[¥] Modify Telnet Settings
[+% Modify SSH Settings
o L— & Modify Poll Interval
Uniecovered Alamms y
ﬁ Modify Ping
‘I Critical ™ Major = Minor Warnmg‘ Parameters
* Modify Web Manager
Performance Monitar Details Parameters
Monitor Index Monitored Value Oper; n
y - Performance Monitor A
Ayerage CPU Utilization in Last One Hour - 5.333% | Stap
[Entity 55820 Board] Monitor |;3, Cancel Monitor
Average CPU Utilization in Last One Hour - 5.000% | Stap . Performance ata
[Entity S5800:Board) Monitar Glance
Myerage Memory Uilization in Last One Hour - — Stop Pafrash Manitar

37



Virtual Connect interface list view

C.;'HP Intelligent Management Center - Windows Internet Explorer [_[O
@:—‘/ - |g http:/i127.0.0.1:8080mc/Fault/default jsf j B (44| % I ysgl P
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Interface traffic rate realtime monitoring

indows Internet Explorer
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Poll Interval (sec) (S |v | Max.Records 50| v || Background Color| Cyan v
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Appendix 1: A5820 logical switch IRF configuration

[A5820-IRF]dis current-configuration
#
version 5.20, Release 1206

#
sysname A5820-IRF

#
irf mac-address persistent timer
irf auto-update enable
undo irf link-delay
irf member 1 priority 10

#

domain default enable system

#

telnet server enable

#

vlan 1

#

vlan 2

#

vlan 100

#

radius scheme system
server-type extended

primary authentication 127.0.0.1 1645
primary accounting 127.0.0.1 1646
user-name-format without-domain

#

domain system

access-limit disable

state active

idle-cut disable
self-service-url disable

#

user-group system

#

stp mode rstp

stp enable

#

interface Bridge-Aggregationl
port link-type trunk

port trunk permit vlan 1 to 2
link-aggregation mode dynamic

#

interface Bridge-Aggregation2
port link-type trunk

port trunk permit vlan 1 to 2
link-aggregation mode dynamic
stp edged-port enable

#

interface Bridge-Aggregation3
port link-type trunk

port trunk permit vlan 1 to 2
link-aggregation mode dynamic
stp edged-port enable

#

interface NULLO

#

interface Vlan-interfacel00
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mad bfd enable
mad ip address 100.100.100.1 255.255.255.0 member 1
mad ip address 100.100.100.2 255.255.255.0 member 2
#

interface GigabitEthernetl/0/25
port link-mode bridge
port access vlan 100
stp disable

#

interface GigabitEthernetl/0/26
port link-mode bridge

#

interface GigabitEthernetl/0/27
port link-mode bridge

#

interface GigabitEthernetl/0/28
port link-mode bridge
port link-type trunk
port trunk permit vlan 1 to 2
port link-aggregation group 1

#

interface GigabitEthernet2/0/1
port link-mode bridge

#

interface GigabitEthernet2/0/2
port link-mode bridge

#

interface GigabitEthernet2/0/3
port link-mode bridge
port access vlan 100
stp disable

#

interface GigabitEthernet2/0/4
port link-mode bridge

#

interface GigabitEthernet2/0/5
port link-mode bridge

#

interface GigabitEthernet2/0/6
port link-mode bridge

#

interface GigabitEthernet2/0/7
port link-mode bridge

#

interface GigabitEthernet2/0/8
port link-mode bridge

#

interface GigabitEthernet2/0/9
port link-mode bridge

#

interface GigabitEthernet2/0/10
port link-mode bridge

#

interface GigabitEthernet2/0/11
port link-mode bridge

#

interface GigabitEthernet2/0/12
port link-mode bridge

#

interface GigabitEthernet2/0/13
port link-mode bridge




#

interface GigabitEthernet2/0/14
port link-mode bridge

#

interface GigabitEthernet2/0/15
port link-mode bridge

#

interface GigabitEthernet2/0/16
port link-mode bridge

#

interface GigabitEthernet2/0/17
port link-mode bridge

#

interface GigabitEthernet2/0/18
port link-mode bridge

#

interface GigabitEthernet2/0/19
port link-mode bridge

#

interface GigabitEthernet2/0/20
port link-mode bridge

#

interface GigabitEthernet2/0/21
port link-mode bridge

#

interface GigabitEthernet2/0/22
port link-mode bridge

#

interface GigabitEthernet2/0/23
port link-mode bridge

#

interface GigabitEthernet2/0/24
port link-mode bridge
port link-type trunk
port trunk permit vlan 1 to 2
port link-aggregation group 1

#

interface M-GigabitEtherneto/0/0
ip address 10.1.8.2 255.255.0.0

#

interface Ten-GigabitEthernetl/0/1
port link-mode bridge
port link-type trunk
port trunk permit vlan 1 to 2
port link-aggregation group 2

#

interface Ten-GigabitEthernetl/0/2
port link-mode bridge
port link-type trunk
port trunk permit vlan 1 to 2
port link-aggregation group 3

#

interface Ten-GigabitEthernetl/0/3
port link-mode bridge

#

interface Ten-GigabitEthernetl/0/4
port link-mode bridge

#

interface Ten-GigabitEthernetl/0/5
port link-mode bridge

#
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interface Ten-GigabitEthernetl/0/6
port link-mode bridge

#

interface Ten-GigabitEthernetl/0/7
port link-mode bridge

#

interface Ten-GigabitEthernetl/0/8
port link-mode bridge

#

interface Ten-GigabitEthernetl/0/9
port link-mode bridge

#

interface Ten-GigabitEthernetl/0/10
port link-mode bridge

#

interface Ten-GigabitEthernetl/0/11
port link-mode bridge

#

interface Ten-GigabitEthernetl/0/12
port link-mode bridge

#

interface Ten-GigabitEthernetl/0/13
port link-mode bridge

#

interface Ten-GigabitEthernetl/0/14
port link-mode bridge

#

interface Ten-GigabitEthernetl/0/15
port link-mode bridge

#

interface Ten-GigabitEthernetl/0/16
port link-mode bridge

#

interface Ten-GigabitEthernetl/0/17
port link-mode bridge

#

interface Ten-GigabitEthernetl/0/18
port link-mode bridge

#

interface Ten-GigabitEthernetl/0/19
port link-mode bridge

#

interface Ten-GigabitEthernetl/0/20
port link-mode bridge

#

interface Ten-GigabitEthernetl/0/21
port link-mode bridge

#

interface Ten-GigabitEthernetl/0/22
port link-mode bridge

#

interface Ten-GigabitEthernet2/0/25
port link-mode bridge
port link-type trunk
port trunk permit vlan 1 to 2
port link-aggregation group 2

#

interface Ten-GigabitEthernet2/0/26
port link-mode bridge
port link-type trunk
port trunk permit vlan 1 to 2
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port link-aggregation group 3
#
interface Ten-GigabitEthernetl/0/23
#
interface Ten-GigabitEthernetl/0/24
#
interface Ten-GigabitEthernet2/0/27
#
interface Ten-GigabitEthernet2/0/28
#
ip route-static 0.0.0.0 0.0.0.0 10.1.0.1
#
snmp-agent
snmp-agent local-engineid 800063A203002389437528
snmp-agent community read public
snmp-agent sys-info contact ASC-Admin
snmp-agent sys-info location ASC
snmp-agent sys-info version all
snmp-agent target-host trap address udp-domain 10.1.220.178 udp-port 161
params securityname public
snmp-agent trap enable default-route
#
load xml-configuration
#
user-interface aux 0 1
user-interface vty 0 15
authentication-mode none
user privilege level 3
#
irf-port 1/2
port group interface Ten-GigabitEthernetl/0/23 mode enhanced
port group interface Ten-GigabitEthernetl/0/24 mode enhanced
#
irf-port 2/1
port group interface Ten-GigabitEthernet2/0/27 mode enhanced
port group interface Ten-GigabitEthernet2/0/28 mode enhanced
#
return
[A5820-1IRF]
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Appendix 2: Design 3 running status

Using design option three, if one port channel interface is configured on an A5820 switch and one
SUS is configured on a Virtual Connect to bundle four links on both sides, the A5820 switch does not
select two out of four links as active LACP links.

- Unsélected

Port

XGE1/0/1
XGE1/0/2
XGE2/0/25
XGE2/0/26

emote :

VCI1 status is OK.

Bay 1 (HP VC Flex-10 Enet Module)

anufacturer: HP
W ! 315 A10-10-09TOFAG16Z

tatu LAG onmn Detailed
§ Typ D
Part Trimk-A, D o |Linkeciactive 10 Gb SFP-SR 250 002384375 24(Ten- Detailed
1 GigabdEthernet10M) statisticzAnformation
Port Trumnk-2, O | LinkeciScine 10 Gh SFP-SR 25 | 002384375 24(Ten- Detailed
K2 GigabiEthermet 210/25) statisticsAinformation

VC2 status is not OK. The “LAG ID” column is empty, which means no LACP bundle is established.
Both links are put into standby as individual links for this SUS.

Bay 2 (HP VC Flex-10 Enet Module)

— | Rl
Port Trung-A oK LinkediStandiy 10 Ghr SFP-SR 0023894575 24(Ten- Detailed
X1 GigabitEthernet1 02) statisticsAnformation
Port Trunk-A oK LinkediStandby 10 Gh SFP-SR 00:23:89:43:75:24(Ten- Detailed
L GigakitEthernet20125) statisticsAnformation |
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Acronyms

ARP - Address Resolution Protocol

BFD - Bidirectional Forwarding Detection
BPDU - Bridge Protocol Data Unit

GW - Gateway

IC - Insight Control

IMC - Intelligent Management Center
IRF - Intelligent Resilient Framework
LACP - Link Aggression Control Protocol
LACPDU - Link Aggression Control Protocol Data Unit
LLDP - Link-Layer Discovery Protocol
MAC - Media Access Control

MAD - Multi-Active Detection

OA - Onboard Administrator

SSH - Secure Shell

STP - Spanning Tree Protocol

SUS - Shared Uplink Set

VC - Virtual Connect

VLAN - Virtual Local Area Network

VM - Virtual Machine

vPC - Virtual Port Channel

VSS - Virtual Switching System
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